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Abstract

Small satellites are becoming increasingly impdrtem the aerospace industry
mainly due to their significantly reduced develomtand launch cost as well as
shorter development time frames. In order to mhbet requirements imposed by
critically limited resources of very small sateBt e.g. picosatellites, innovative
approaches have to be taken in the design of aféestibsystem technologies. This
thesis presents the design of an active attituterméenation and control system for
flight testing on-board the picosatellite ‘Compdsssf the Univerity of Applied
Sciences Aachen, Germany. The spacecraft of thee®aibclass with a net
spacecraft mass of only 1kg uses magnetic coith@®only means of actuation in
order to satisfy operational requirements imposedshimagery payload placed on a
circular and polar Low Earth Orbit. The control tgys is capable of autonomously
dissipating the tumbling rates of the spacecraéirddunch interface separation and
aligning the boresight of the payload into the dEkinadir direction within a
pointing error of approximately 10°. This nadir-ptang control is achieved by a
full-state feedback Linear Quadratic Regulator Whiktives the attitude quaternion
and their respective rates of change into the e@sieference. The state of the
spacecraft is determined by a static statisticaEQU attitude estimator processing
readings of a three-axis magnetometer and a seteobun sensors. Linear Floquet
theory is applied to quantify the stability of tbentroller and a non-linear dynamics
simulation is used to confirm that the attitude ragiotically converges to the
reference in the absence of environmental distudmnIn the presence of
disturbances the system under control suffers ffandamental underactuaction
typical for purely magnetic attitude control but intains satisfactory alignment
accuracies within operational boundaries.

Keywords: CubeSat, Compass-1, picosatellite, achagnetic attitude control,
attitude determination, Linear Quadratic Regulator.
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Chapter 1

| ntroduction

1.1 Microsatellites

While a relatively small number of highly capabtelacomplex spacecrafts were in the focus
of interest for the space market and space scignleeade ago, microsatellites are becoming
increasingly important to the aerospace industryeirent times. Although there does not
exist a binding definition of satellite classegn&rosatellite is commonly agreed to have a
lift-off weight of less than 100kg, e.g. Microsdd:7in astronautical circles every space
vehicle lighter than one metric ton is considereuindll”. With the emergence of an
increasing number of microsatellites, finer subgliis have been de facto introduced: a
nanosatellite is a spacecraft of less than 10kgsmagy. SNAP, a picosatellite is a
lightweight vehicle of less than only 1kg, e.g. ri5i&t, and is currently the smallest
conceived satellite class.

The main advantage of microsatellites is the dravaldy reduced development and launch
cost as well as shorter development time framege&ts usually take 5 months to 2.5 years
from idea to launch; a fact which satisfies spoetarsly emerging infrastructural or
scientific needs more immediately. Another less ioly implication of the reduced
development time frames is the fact that smallllgate are more likely to integrate up-to-
date technology or newly developed systems; fomgika, a large satellite system which is
ten years in the making may end up essentiallyisting of decade-old technology unless
costly design changes have been undertaken at mane@El stage of the system
development. This is a phenomenon virtually unkndasrsmall satellite developers and a
direct consequence is that the spacecraft desigftéa close to its maximum achievable
effectiveness while also allowing a calculated i$kmplemening novel, i.e. untested and
unmatured, system solutions. The costs for sucleegpaft are in the range of tens to
hundreds of thousands of Euros, due to lower anskafinch, hardware, transportation and
integration testing in smaller, less expensive pearate test facilities. Launch costs are
effectively reduced by sharing the launch vehiclghwa primary, usually the heavier,
payload. In this cost-sharing scenario, commonfgrred to as a “piggyback launch”, the
operators of the secondary payload waiver the fneedf selecting the target orbit and
delays of the primary payload's launch readinedaydihe launch of the microsatellite but
not vise versa. However, the cost for the launchnsere fraction of the total launch cost and



is on the order of 30,000 €/kg depending on th@dawehicle. This enables universities,
small companies and developing countries to ppetei in the international business of
space technology.
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Figure 1.1: Relationship between spacecraft maddaamch cost

From the current perspective, limited space, pamer mass clearly restricts the selection of
payloads. However, very small satellites are adtgpévolving technology branch since
these miniature satellites fill specific niches amdthe same time open new fields of
application. Today, microsatellites are employedthie form of low-cost realizations of
traditional mission objectives, such as Earth ole@n, communication and science, e.g.
BIRD [2]. Examples for potential future microsaitellapplications are loose or tight swarms
and constellations to enable distributed, redundanit flexible mission scenarios for space
and Earth observation and communication which eshipitively expensive to attempt with
convential spacecraft, or as supplementing element®nventional missions by servicing
and monitoring bigger spacecrafts and space sgatlminteresting commercial exploitation
of micro- or picosatellites could be as a test-firchew technologies or components, with
competitive costs compared to laboratory testimgifies for pgravity, radiation, long-term
vacuum exposure, thermal cycling, etc.

Until most of the above mentioned mission scenatens be realized with picosatellites, a
number of technological challenges have to be fadkd main areas of unexplored

subsystem capabilities on picosatellites are gdytah communication, data processing,
attitude control and propulsion. A substantial abl to the picosatellite system design is
that many systems and concepts of conventionallisggecannot be simply implemented,

because the key system components are currenthailgale and thus need to be entirely
built from scratch.



1.2 The CubeSat Standard

Picosatellite developments also suffered partlynfriie lack of a unified design standard.
The latter problem has been addressed by the @adif@olytechnic State University at San
Luis Obispo, referred to as CalPoly, and Stanfordvérsity, which combined efforts to
develop a new class of standard spacecraft, cdlledeSat’ [1]. This standard defines a
cubic structural bus with the dimensions of (10x@xm?3 and a maximum mass of only
1kg, hence requiring extremely light-weight and povefficient systems; a cell-covered
cube of this size provides an average electricalgpmf between 1 and 2 Watts electrical,
depending on the quality of the solar generatoesé figures put considerable constraints
on the design of a CubeSat. Despite this factCilfeeSat concept attracts growing attention,
in particular from universities; an estimated numbkaround 40 international universities
are involved in designing CubeSats primarily farhteology demonstration purposes while
sharing their experiences and ideas with the Cube@amunity in the academic spirit at
workshops and via the internet. Many of the keyhtedogies required to enable highly
efficient picosatellite missions are not yet depeld but space companies begin to derive an
interest in investing into miniaturized spacec@mponents from the market situation. In
the meanwhile, universities can afford to fill thiehe of exploring novel technologies and at
the same time deliver high-quality education aathing to their students.

Figure 1.2: The Poly Picosatellite Orbital DeployefrPOD) in exploded view (left) and normal view
(right)

An important component of the CubeSat standardbess the development of the Poly
Picosatellite Orbital Deployer (P-POD), the comnnaterface between a launch vehicle and
up to three CubeSats [3]. The P-POD, shown in &du®, was built to greatly simplify the
integration between the CubeSats and any launcitleetits small and modular design
allows it to fit into under-utilized spaces insittee launch vehicle’'s payload fairing. The
current P-POD is capable of containing and subsgtyudeploying three single CubeSats, a
double plus a single CubeSat, or one triple Cuhessigh as the earthquake finder Quakesat
[58].



California Polytechnic State University negotiatgsarly launch opportunities on the
Russian launch vehicle DNEPR and the German/Russhitle Rockot. Currently, a total

of 8 picosatellites of the CubeSat class populgied.ow Earth Orbit (LEO). The first series
of 5 CubeSats (plus one triple CubeSat) was lauhdnethe 38 of June 2003, 14:15:26

UTC from the Russian Cosmodrome in Plesetsk onck®daunch vehicle, a former SS-19
ballistic missile. Three more CubeSats were retbdssm the European student satellite
SSETI-Express on the 2of October 2005.

On the 28 of July 2006 at 7:43 pm UTC a Dnepr launch vehiited off from the
Baikonur Cosmodrome in Kazakhstan, carrying a totdl8 small spacecraft including 14
CubeSat type satellites from 10 different univegsiand 1 private company, in an attempt to
expand the LEO single CubeSat population from aenerto 21. Unfortunately, the
converted SS-18 Intercontinental Ballistic Misgilperated as a civil launch vehicle since
1999, suffered a first stage engine failure lesntB minutes into the ascent, causing a
premature engine shut-off and preventing stagirte Wreckage of the launch vehicle as
well as five P-PODs meant to release 13 single lanikbuble CubeSat was found 150km
south of Baikonur where the diverted launch trajgctame to its tragic end. The CubeSats
that were lost as a result of the failed launclkemfit are: AeroCube-1, CP-1 and 2, ICE
Cube-1 and 2, ION, HAUSAT-1, KUTESat, MEROPE, nCuheRINCON, SACRED,
SEEDS and Voyager.

The following sections present a brief overviewrowe eight previous and current CubeSat
spacecraft launched in June 2003 and October 28Dhair respective missions.

1.3 First CubeSat Launch

AAUSat

The mission objectives of the satellite AAUSat whigas developed by students of Aalborg
University in Denmark were to take visual range gem of the Earth with a high resolution
imager (1280 by 1024, 24bit color depth) and to dlestrate three-axis attitude control. The
spacecraft body was, alike every other launchede6abto date, made from aerospace grade
aluminium alloy and a small number of structuralmmbers from titanium. AAUSat was
powered by high-efficiency triple-junction phototait generators mounted on five of the
six cube faces and four Lithium-Polymer batteryscaComputing power was provided by a
Siemens Infineon C616 central processor. AAUSatierractive magnetic three-axis
attitude control; the control system consistechoé¢ square magnetorquers, five sun sensors
and a 3-axis magnetometer. The Danish spacecrpéiriexnced two and a half months of
severely limited operation; due to limited dathas not been possible to fully establish the
cause. The official cause for the limited successewproblems with the communications
transmitter and/or power supply system.



Figure 1.3: Artistic impression of the CubeSatsheffirst launch
campaign in 2003; from left to right: AAUSat, CariXXI-IV, CUTE-1,
DTUSat, QuakeSat (illustration taken from [10])

CanX-1

The Canadian Advanced Nanospace eXperiment [4] lolese by the Space Flight
Laboratory of the Institute for Aerospace Studietha University of Toronto carried a color
CMOS imager for taking Earth images, and a monaobrdCMOS imager to test the
feasibility of tracking star fields, the moon argt tEarth’s horizon as a potential spacecraft
attitude sensor on future picosatellite missionguther technology demonstration was the
determination of the orbital position using a minr@ GPS receiver. The computational core
was provided by an ARM7 central processor which wafficiently powerful for the
satellite’s attitude stabilization algorithms iretform of angular momentum dumping using
only magnetorquers and a COTS magnetometer. As WitbSat, no signals have been
received from CanX-1 since deployment from the FDR@erface.

DTUSat

The second Danish CubeSat on the 2003-launch wasSBIT developed by more than 70
students of the Technical University of Denmark (DTThe mission goals were to perform

an in-orbit software upload and to demonstrateetfands attitude control. In addition the

spacecraft was supposed to take images of the Eaitly a custom-developed camera
module; however, delays in the completion of thaslesystem forced the spacecraft
developers to implement a dummy in place of the emamAnother ambitious mission

objective was the deployment of a 450m electrodyoaether for the reduction of the

orbital semi-major axis after the operational peérizas expired. DTUSat generated its
electrical power through triple-junction solar eetin four of the six cube faces. A 32-bit
RISC central processor provided sufficient compatet power for system operation and
the satellite’s attitude control algorithms. Simite AAUSat, the attitude control system

utilized five sun sensors, three magnetorquers anmédundant custom-designed 4-axis
magnetometer. Unfortunately, no transmissions e received from the spacecraft after
release from the P-POD launch system.

The 2003 Rockot launch vehicle carried only 2 P-BOd@he of which was reserved for the
commercial triple-CubeSat QuakeSat, leaving 3 dimtsthe three single-Cubes described
above. The two remaining spacecrafts, both devdlogt different Tokyo Institutes,
launched in a launch pod known as the T-POD (TdRygmsatellite Orbital Deployer)
developed by the University of Tokyo. Apart fronettlifferent allocation space, the internal
design of the T-POD is identical to the P-POD, stit any spacecraft built according to
the CubeSat standard could be launched in a T-POD.



XI-1V

The Intelligent Space Systems Laboratory of thevehsity of Tokyo has built the second
Japanese CubeSat on the first ever CubeSat launc2003, called XI-IV (X-Factor
Investigator-1V; “sai-four”). Its mission objectiseare to establish communication with the
satellite, to take and transmit low resolution ie®g128 by 120 pixels) of the Earth and
outer space and to in-orbit verify the use of C@&b&ponents on a picosatellite platform.
The cube is powered by monocrystaline solar celtklathium-lon secondary batteries. The
transceiver allows a downlink data rate of 1K2bgisg the AX.25 packet radio protocol and
CW uplink. The satellite carries passive magndtitude control in the form of a permanent
magnet and hysteresis elements. XI-IV’'s missiocoissidered an advanced success, as it is,
alike CUTE-1, still operational and several hundradges have been received.

CUTE-1

The Cubical Titech Engineering Satellite CUTE-laidapanese CubeSat developed by 16
graduate and undergraduate students at the Tolsgitube of Technology, Laboratory for
Space Systems [13]. The primary mission goals wetest two different implementations
of downlink communication protocols, the deploymeoft additional solar arrays for
extended power generation and on-board attituderm@tation. Power was provided by
moderate-efficiency monocrystaline silicon solalisgean 8-bit central processor served as
the on-board computer (OBC). Attitude determinatiwas achieved by a piezoelectric
vibration gyroscope, a 2-axis accelerometer and®S§ array sunsensor. The spacecraft is
operational since its launch in June 2003 with aded mission success for more than 2
years and counting.

1.4 Second CubeSat L aunch

For almost two and a half years, the above predquitmsatellites were the only CubeSat
type spacecraft in LEO. This changed with the Cas3id launch of the European student
satellite SSETI-Express as a secondary payloati@a®' of October 2005 which contained
three CubeSats to test an in-orbit release of smslacecraft from a larger mothership. The
CubeSats carried on-board in the Tokyo T-PODs apeléd UWE-1, XI-V and NCube-2.
Out of the three CubeSats, two are fully functianail now.

UWE-1

The overall project objective of the Universitat kiurg’'s Experimentalsatellit-1 [5] is to

test adaptations of internet protocols such as [GBnsmission Control Protocol), UDP

(User Datagram Protocol), STCP (Stream Control Jmassion Protocol) and HTTP

(HyperText Transfer Protocol) to the space envirenincharacterized by significant signal
propagation delays due to the large distances amthrhigher noise levels compared to
terrestrial links. Sufficient power for satellitparation is generated by triple-junction solar
generators and stored in 2 Lithium lon batteryscélhe spacecraft is equipped with a UHV
transmitter that allows transmission at either T{DK6bps. A pLinux operating system is
implemented in a Hitachi H8S-2674R microprocesgudtitude control is achieved in a

passive magnetic manner. The spacecraft is opgnatiminally.



X1-V

The XI-V (X-Factor Investigator-V) CubeSat is alfoV-on mission to the XI-IV mission
launched in 2003. Originally, XI-V was developedaaflight-spare model of XI-IV. Now,
XI-V is being used as an upgraded CubeSat withstmpe basic design as XI-IV. The
modified mission goals are to test radiation tale @GS [Cu(In,Ga)Sé solar cells in orbit,
developed by JAXA. XI-V carries the same CMOS camnas flown on XI-IV; however,
with a considerably improved control software. Ajonamprovement is the obtained image
resolution; it is now enlarged to 320 x 240 pixedsresponding to QVGA size. The camera
software interface now also supports taking a seoieimages of up to five frames per
second; the spacecraft developers intend to usaatiaeto extract information about the body
rotation rates in order to better resolve a probkperienced with the passive magnetic
attitude control of XI-1V; the attitude control ssystem is identical to XI-V. The improved
message transmission service is via morse-codedsighéls and FSK packets at 1200bps.
The spacecraft is operating nominally.

NCube-2

NCube [6] is a collaborative project of four Norvieg universities and educational
institutes; these are: Narvik University CollegdNiH Norwegian University of Science and
Technology (NTNU), Trondheim, Agricultural Univetgi of Norway (NLH), and the
University of Oslo. The overall mission objectivENCube-2 is the same as that of NCube-
1, lost in the failed launch attempt in July 200@&mely to demonstrate ship traffic
surveillance and reindeer tracking from a spaceb@iatform using the maritime AIS
(Automatic Identification System) communication cept. The spacecraft is equipped with
monocrystalline solar cells and one Li-lon battegy; it carries downlink transmitters in the
UHF and S bands. In order to support the activeneiag attitude control system, with
attitude information being derived from EKF filtereoarse sun sensor (solar cell currents)
and COTS magnetometer measurements, a 1.5m gmgratient boom can be deployed
upon telecommand. Unfortunately, no signals hawmbeceived from the CubeSat yet and
the reported cause may be that the spacecraft weasr rreleased from the SSETI
mothership; whether this was due to a prematurenaat release or a malfunction of the T-
POD is impossible to ascertain.

1.5 Australian CubeSat Development: CASSat

The Centre of Excellence for Autonomous SystemsSJOA Sydney is currently working on
a pico-satellite mission called CASsat as an edwgat project in various space-related
fields. The primary mission objectives are to pdevia dynamic and realistic learning
environment for undergraduates, graduates andastdfto establish locally, within CAS, the
skills and processes necessary for the developofesthall satellite technology. The focus
of the design activities which are largely in thwiitial stages is on picosatellite attitude
control, including technologies such as target-fiognin loose formations. The satellite is
intended to carry a radiometric payload.

All the above picosatellite developments have imewn a focus on subsystem technologies
rather than scientific payloads. The ambitious medbgy demonstrations targeted by

CubeSat developers around the world are one by@aing the key technologies required

to enable productive missions in the future.



1.6 Introduction to Compass-1

Compass-1 is the name of a picosatellite platfoemdpdeveloped in strict accordance with
the CubeSat specifications by students of the Usitye of Applied Sciences Aachen,
Germany, in association with the Royal Melbourngtitate of Technology, Australia [11].
Since its initiation in October 2003 this ambitiopioject is managed and carried out by
students of the astronautical engineering depattinvath a majority being undergraduate
students. The project aims at a multitude of objest firstly the students will gain essential
hands-on experience in realizing a complex reseamcth development project in an
autonomously organised environment from prelimirdagign to launch and operation of the
completed satellite. The project also envisionsréate a capable infrastructure that inspires
further space engineering activities to take plate¢he participating universities. Besides
these programmatic goals, the technical objectvéoidemonstrate the functionality and
feasibility of a very small and lightweight andtla¢ same time sophisticated satellite bus and
its potential for future applications. This thesignstitutes a contribution towards these
efforts.

Figure 1.4: CAD rendering of Compass-1; the monepwitenna is not shown in full size

Mission

Compass-1 will conduct a combined Earth observdtimehnology demonstration mission.
During its six months design life time, it will atlthe Earth on a sun-synchronous Low
Earth Orbit (LEO) with an inclination and altitud#f approximately 98° and 800km,
respectively. Built mainly froncommercialef-theshelf (COTS) CMOS microtechnology, it
will take images of the Earth in the visual eleptegnetic range and demonstrate novel
technologies and miniaturized subsystems spedificddsigned or adapted for use on
picosatellite platforms.

Payload

The primary payload of Compass-1 is a highly irdégsl color camera module which
enables the Earth observation mission. The modaoiesists of a lens system and a light
sensitive CMOS array which generates VGA imageh witesolution of 640 by 480 pixels.



The module has not been specifically designedHeruse in space, but already achieved
some space-heritage when the Japanese XI-IV CulteBainstrated the functionality of a
predecessor module in orbit. The field of view df Besults in a ground swath size of 614
by 460 km assuming a nominal orbit altitude of 880lA camera is a simple payload with
limited scientific outcome, but it requires a comphost infrastructure and is therefore an
ideal choice for the technology demonstation objecbf the mission. Each image has a
relatively large size of approximately 300KB (2,4810 bits); with a pass duration of less
than 10 minutes and the requirement of transfeimgnage during a single pass, this yields
an ambitious demand for the downlink data rateh&t sense, the camera can be considered
as a place-holder for future technological or difierpayloads, once the functionality of the
spacecraft bus is validated under space environommditions. Not only does the camera
module generate large quatities of data, as argnpat scientific sensor would, but it does
so in a way that is intuitively accessible by aayahaudience, thus enabling the operations
team to share payload data with the public. Lesstive quantities of data are generated by
the secondary technology demonstration payloadashfass-1, the Phoenix GPS receiver
[12]. The Phoenix receiver is a COTS, small outlid@-channel, single-frequency GPS
receiver with modified software to cope with theghidynamics environment of a
picosatellite in LEO. Upon telecommand, navigatsmhutions are recorded and dumped to
the Aachen Ground Station (AGS) for non-real-tilmefgrmance analysis.

Communications Subsystem

Coping with the relatively large amounts of paylodata requires a transmitter which
supports high data rates. While most previous Catse$sed a downlink speed of 1200kbits
per second (1K2bps), Compass-1 attempts downlitds raf 9K6bps, which should enable
an (for a CubeSat mission) unprecedented full V@&agde dump during a single overflight.
The highly integrated transceiver supports thregnokls of information exchange: (i) the
frequency-shift-keying (FSK) modulated downlink the 437.405MHz UHF frequency
band, (ii) a morse-coded 437.275MHz continous-w@M/) beacon signal and (iii) a VHF
dual-tone-multi-frequency (DTMF) uplink. A digitaontroller external to the transceiver
circuits is responsible for modulating and demotilda the signals and conforms the
downlink data stream with the wide-spread AX.25 euapacket radio protocol. The FSK
packet downlink is accomplished through two 175mpolé antennae and contains payload
data and comprehensive housekeeping informatioa; GkV beacon shares the dipole
antenna, while the command and data uplink is veddby a 500mm monopole antenna

Electrical Power System / Thermal Control

The Compass-1 spacecraft is powered by cutting-gdgke-junction solar generators
manufactured by RWE Space Solar Power [7]. Tripie§ion cells consist of three layers of
different partially transparent semiconductor commb materials (Gallium-Indium-
Phosphorus/Gallium-Arsenide/Germanium) with a titemoxide antireflective coating; this
advanced cell structure yields an average BOL ieffity of 27%. Five of the six CubeSat
faces are covered with a total of 10 single cellsictv produce an electrical power of
3.34Wgo, during full sunlight. The power subsystem manatescharging procedure of the
battery during daylight and regulates the powervmitages of 3.3V and 5V. Excess power
is stored in a pack of two Lithium-Polymer secowdbatteries which have a combined
capacity of 2400mAh. These novel batteries areatharised by a very high volumetric and



gravimetric power density but require careful therrmanagement. This is the reason why
the electric power system (EPS) and the thermatralbgystem (TCS) are concatenated to
form a combined subsytem. Active thermal contrahébieved through electrically heating
the batteries such that their monitored temperateneer falls below the freezing point at
which the batteries may show unpredictable and psirfbal behavior. The rest of the
spacecraft is passively controlled by choosing acepraft coating with adequate emission
and absorption characteristics. The EPS/TCS peatigicompiles basic status and health
data in the form of battery voltages and tempeestuvhich are directly transferred to the
communication subsystem for transmission through@Qliv downlink channel. In this way,
COM and EPS/TCS form a minimal system which providasic status data even if all other
subsystems fail.

Command and Data Handling System

The Command and Data Handling System (CDHS) manggesiternal system modes of
the spacecraft and its subsystems [8]. It receteéscommands from the groundstation
through the communications system to trigger a nswidech and periodically gathers
detailed system status data which is too compréesrier the morse-coded CW beacon
stream. In addition, the CDHS is the only dire¢eiface to the camera payload; it initiates
the imaging process, which may be timed, buffessithage data in dedicated on-system
Flash memory slots and transmits them selectivglgnureception of the appropriate
telecommand. The CDHS also serves as a GPS telemiata buffer before the data is
dumped to the ground station. The Flash unit haapacity of 32MB enabling storage of
app. 50 images plus engineering and housekeeping. da terms of the overall
configuration, the CDHS is considered a ‘mothertllbanto which all other subsystems are
card-slotted, much like the main-board of a persoamputer. This implies that the CDHS
contains a printed bus structure through whichireérted subsystems are connected to the
power and data bus lines.

Structures and Mechanisms

The structure of a CubeSat has to survive a rarfigmezhanical launch loads without
impairment; it comprises all load bearing parts,untong components as well as the
mechanisms which are required by the CubeSat speaih document [10]. The main body
of the Compass-1 spacecraft consists of a sep@atabic frame structure [9] made from a
dedicated aerospace aluminium alloy Al 6061-T6 w#hsimilar thermal expansion
coefficient as the PTFE impregnated, hard-anodided075 T-73 structure of the P-POD.
This high-stiffness “frame-beam” type structure \pdes mounting provisions for two of
three mechanisms as well as for the six laserdeetsmetal panels which form the cube
faces; these provide mounting positions for vari@ystem components such as the
communication antennae and the antenna releaseamesch All structural members are
made from the same aluminum alloy and all membéigtware outward-facing are hard-
anodized for proper thermo-optical behavior as aglavoidance of cold-welding during the
launch inside the P-POD container.

The three mechanisms, (i) the kill-switches, (ii¢ tseparation springs and (iii) the antenna

release mechanism, satisfy standard regulationgthas operational requirements. The kill-
switch ensures that the spacecraft is completedgipa during launch until ejection from the

10



launch container; the separation springs are reduin order to compensate cumulative
manufacturing tolerances of all three CubeSatsirghhasa P-POD container as well as
assuring a minimum safety clearence between theetlatellites. The antenna release
mechanism is required due to space constraindarieie P-POD; during launch the antenna
system is stowed and after a certain time afteass from the launcher the antennae made
from spring steel are deployed using a “burn-wiggde method.

It is not only the responsibility of the structurgsoup to design and verify a suitable
CubesSat structure and reliable mechanisms buttaldefine and iteratively control all mass
properties of the spacecraft (position of the aeotenass, moments and products of inertia,
etc.), elaborate solutions for the wiring of hamesmponents and for the actual integration
procedure of the tiny spacecraft. Most of theskstaan only be reasonably accomplished by
carefully maintaining a detailed CAD model of thgasecraft which serves as a top-level
reference for every subsystem.

Attitude Deter mination and Control System

The objective of the Attitude Determination and €ohSystem (ADCS) is twofold; firstly it
shall stabilize the spacecraft's body rotationgaad angular momentum upon completion
of the impulsive P-POD and antenna release segsi@ncthe initial mission stage; and
secondly, during nominal operation, it shall stabilthe desired attitude against all attitude
disturbing influences resulting from the LEO enwingzent in order to point the imager
payload towards the surface of the Earth withipecdied margin of error. These goals must
be achieved within stringently limited mass, poaed size.

Table 1.1: Technical Resources allocated to thituti Determination and Control System (ADCS)

Mass: no more than 200g
Power: no more than 400myyhominal
no more than 1600mW\peak for short durations
Size/Volume: no more than 20% of the total CubeSat volume

Power shall be primarily drawn from the 3.3 Voltsyer bus line; however, a 5V bus line is

available to the ADCS in the nominal operation modiering which the spacecraft shall

maintain a nadir-pointing attitude, i.e. an ori¢ioia in which the camera boresight always
points to the center of the Earth. In doing so, AiBCS shall be accurate to 10 degrees
maximum total deviation from the reference naditwade under nominal conditions.

It is a common goal among CubeSat developers tatersystems of high autonomy;
Compass-1 carries this idea further by introducthg concept of modularity to the
spacecraft design. Contrary to the top-level depigjfosophy of most of the other CubeSat
architectures, which incorporates a single cer®@BC for all computational tasks, the idea
of a decentralized command and data handling ibeppn Compass-1. This implies that all
computational processes, e.g. signal processingegecution of algorithms, are performed
on the subsystem level on a dedicated processerad@iiantage of this architecture is that
the interfaces between the subsystems may be kepsimple, since only high level data is
exchanged. Also, processes may truly run in pdratle distributed processors.
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Disadvantages are higher power consumption and nwrplexity on the subsystem level,
requiring slightly longer development times. A ded requirement from the statements
made above is that the ADCS shall have the capaluifi running autonomously for the

longest part of the mission; intervention from gneund segment shall be minimized.

This thesis comprehensively presents the desigineofiovel active magnetic attitude control
system which satisfies the above requirements.syeem is dedicated for picosatellites on
highly inclined circular LEO orbits for first fligiesting on the Compass-1 spacecraft in
2007.

1.7 Contributions of thisWork

In the past few years a number of authors haveideresl active magnetic control for three-
axis stabilization, and the more relevant workslasted in the bibliography and referred to
in the text. While the main objective of the graedearch project is to, based on previously
elaborated control theory, develop a practicaltsmiuto the attitude control problem for first
in-orbit verification aboard a picosatellite, thejective of this thesis document is to (i)
supplement the current body of knowledge in thecifipefield of magnetic attitude control
and to (i) serve as a comprehensive referencduttoire picosatellite system developers
attempting to implement this novel approach tdwd# control.

The main original contributions are identified as:

= The linear spacecraft dynamics in state space adeled in quaternions throughout.
Previous authors derived a plant system in a miyaaternion / body rate state
variable vector [17,19,20,21]. It is believed tHa switch from a mixed notation to
a complete quaternion notation will simplify the plementation for spacecrafts
without rate sensors in their attitude determimatiensor suit.

= Establishment of an analytical simplification ofetlinear Quadratic Regulator
(LQR) attitude controller synthesis process. Ineortb enable the application of
classical LQR controller design methods, the pécisgistem must be transferred to
a system with constant coefficients. An analytisalution to the problem of
averaging the periodic part of the state space nodene has been found based on
a direct geomagnetic dipole field approximation.isTkimplifies the synthesis
process considerably for satellites with circubaget orbits.

= Simulation of controller implementation considermgglistic operational conditions.
This work, for the first time, presents a multitudiesimulation scenarios for both
ideal and realistic implementation conditions, discretization of the control loop,
discrete magnetorquer operation, magnetometerngadiubject to noise and drift
and a multiplexed measurement/control sequencerafdpeal assumptions have
been made on the basis of the Compass-1 systengndelsut are deemed
characteristic for many CubeSat designs.
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Owing to the factual nature of the project, variquesentations have been given at
conferences, national space agencies and instiintethe context of the Compass-1
spacecraft development. A published co-authore@mpegpncerned with system-level design
aspects for CubeSats following the example of Casydais ,CubeSat — Technical
Aspects®, which has been held in 2004 at th8 Biernational Astronautical Congress in
Vancouver, Canada.

1.8 Overview over Thesis

= Chapter 1 has established the context of technadleyelopment for picosatellites
by presenting an overview of past CubeSats ananthsion goals set for the near-
future CubeSat Compass-1. In addition, the topHesguirements and the overall
design architecture of the attitude control systenfirst flight-testing in 2006 have
been defined.

= Chapter 2 presents models of the rigid spacecrsafamics and kinematics. The
concept of gravity gradient stability will be ediabed and the equations of motion
will be linearized in the desired nadir pointingjtate state.

= Chapter 3 presents the environment of a spacaordfEO, with emphasis on the
dynamic disturbance enviroment. In addition theotogy of the geomagnetic main
field as the driving resource for the magnetictadié control concept will be
presented including a model for its accurate regoragion.

= Chapter 4 deals with the description of hardwarenmanent selection of the
developed attitude control system and the implicegifor the performance of the
overall system.

= Chapter 5 presents the theory of magnetic atticatdrol. This includes both the
well-known detumbling controller and the controllEar nominal nadir-pointing
control. The LQR controller and its application ttte magnetic attitude control
problem is elaborated in order the arrive at a esyatic controller synthesis
methodology. The main result of Floquet’s theonyliicear periodic systems will be
applied in order to verify the stability of the % under LQR control.

= Chapter 6 presents details of the attitude estimaprocess for full-state LQR
feedback. This process includes the generatiorefefence information as well as
the actual estimation of the spacecraft attitud8Dnspace for a given set of input
information.

= Chapter 7 ties all the above together by validatiregperformance of the designed
controllers in a realistic dynamics simulation eomiment. Results are given for
both the ideal implementation conditions and forenealistic conditions including
hardware performance models.

= Finally, chapter 8 summarizes the results of tlesithand presents recommendations
for future work as well as an outlook on the Consphsaunch.
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Chapter 2
Spacecr aft M odel

The discipline of attitude dynamics involves thalgtical study of the rotational motion of a
near torque-free body in three-dimensional spacevideing virtually decoupled from its
translational state. This chapter concisely preseanportant mathematical background for
the parametrization and kinematics of the attitofle general rigid body in space, as well as
the non-linear dynamic and kinematic equations ofiom. This chapter will also present the
gravity gradient as a supporting environmental uer@nd its effect on flight stability. A
crucial result of this chapter will be the deriwatiof the linear state-space model of the
satellite dynamics which will be used for the swdis of the attitude controller in chapter 5.
To start with, the spacecraft-centered frames fefreace used for the attitude dynamics of
Compass-1 are presented in the following; Earthiered coordinated systems (CS) are
presented in chapter 6 in the context of attituetemination.
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2.1 Spacecraft-Centred Reference System Definition

The reference frames useful in general spaceflityimamics are composed of a triad of
orthogonal unit base vectors, generalized as{i, j, k}. A limited set of meaningful and
intuitive reference systems has been establishéchvelppear throughout literature and form
a common base for the representation of spacet flighamics. All coordinate systems
considered in this thesis are so-called right-hdrdames, i.eixj =k .

Four spacecraft-centered coordinate systems, efremce frames with their origins
coinciding with the spacecraft center of gravityG)C provide a sufficient base for many
occurring attitude tasks and are probably the nmogbrtant frames to the spacecraft control
engineer. These references are calledrtedial frame theorbit frame thebody frameand
the control frame Three of these four frames are depicted in figRrE, which shows
Compass-1 in a generalized attitude with respettteaeference frames.
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Figure 2.1: Three important spacecraft centereudsaof reference: The control frame (black) and the
body frame (blue) and their relation to the orkatnfie (green) and to each other in the left illusira
the right illustration shows the orientation of trbit frame of reference w.r.t. the inertial frame
(‘ECI")

Inertial Frame

The % axis of the inertial framé-; = {i,, i, 13} joins the poles of the spacecraft-centered
celestial sphere and is parallel to the axis adtioh of the Earth, which is (almost) inertially
fixed. The 1 axis is the line joining the spacecraft CG with #outh-to-north intersection of
the ecliptic plane and the celestial equator ofsipgcecraft centered celestial sphere. In other
terms, the direction parallel to the sun-to-Eaitte lon the first day of spring (w.r.t. the
northern hemisphere). This direction is historicatblled the spring equinox, arernal
equinoxY’. The § axis completes the right-hand orthogonal cartestmmdinate system.
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Orbit Frame

For the nadir-pointing attitude stabilization preiol this important frame defines the attitude
reference of the spacecraft. Theaiis of the orbitframeF, = {61, 6, &} points towards
the Earth’s centroid and the éxis is anti-parallel to the normal of the orbitiédne. The
axis completes the right-handed cartesian coomirsgstem and it coincides with the
satellite’s vector of velocity if the orbit is pedtly circular. On any closed orbit about a
single primary, the orbit frame rotates once altbet orbital 6 axis with respect to the
inertial frame; on a circular orbit, the rate ofaton or the “mean motion”, labeleal, is
constant.

Body Frame

A meaningful definition of the body franfg = {b1, b, bs} can be based on the satellite’s
geometric properties or alternatively on payloadnipog geometries; in either case, the
decision is made by the control engineer. For theegal case of a CubeSat which is
characterized by a cubic structural bus, the boahys are most intuitively defined as being
parallel to the edges of the cube, or equivaleb#ing normal to the sideplates. In the
specific case of Compass-i; points through the antenna system panel (Sidend)ba
points along the camera boresight. The orderinth®body frame axes has its original roots
in the discipline of aeronautics where x-z-y waéirdel as forward-down-over the right
wing plané, respectively.

Control Frame

In real-world satellite structures the inertia t@naligned with the body frame contains non-
zero products of inertia. In many situations sysegmations can be substantially simplified
if the dynamics problem is expressed in a framewlrich the off-diagonal terms of the
positive definite inertia matrix are zero. The fegrm which this is the case, is referred to as
the principal frame, or control franfe, = {¢;, ¢, ¢3}. The diagonal elements of the new
inertia tensofl = diag(ly,l,,13) are found by evaluation of a linear eigenvalueofam, i.e.

def I-ACE|= 0 with A, >0 and A OR (2.1)

The eigenvalues are the principal moments of iaentid the corresponding eigenveci@ars
¢, and¢s are the base vectors of the control frame expdessd¢he body frame, i.e. the
eigenvectors can be used to construct the Dire@msine Matrix which transforms the body
frame into the control frame. On Compass-1 eveffprefis undertaken in terms of
equipment/subsystem placement in order to alignptivecipal axes with the body frame,
such that the assumptionfef= F, is reasonable and will be used throughout thisishe

! the orbit frame is also commonly referred to ascal Vertical / Local Horizontal’ frame, because
the two defining axes are indeed vertical and lomtizl to the Earth’s surface at the location of the
spacecraft.
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2.2 Attitude Parametrization

It is often necessary to perform transformationsvben different coordinate frames, for
instance in order to express a vector in a diffefime. The above discussion of the control
frame-body frame relationship has introduced they yeactical need to be able to express
one CS in relation to another. This is the vererss of attitude parametrization; following
the orientation of a reference frame is compleggjyivalent to following the orientation of a
rigid body. In the following, three of the most coton methods for doing so are presented,;
these are the Direction Cosine Matrix, Euler angled quaternions.

2.2.1 Direction Cosine Matrix

The most straight-forward way to transform oneddéiase vectors into another is by matrix
transformation. For instance, a matri¥ Rhay be used to transform vectors expressdg in
into F,such that

v = R™[v (2.2)

Since these transformations have the property ahgberthonormal the reverse
transformation fronf, into F, is achieved by the transpose of the matfiX R

°v = R®Mv (2.3)
Rob - Rbo_l = RbOT (24)

A transformation matrix of this type is called a&tion Cosine Matrix (DCM) owing to the
fact that it is composed of the direction cosinéshe angles between respective base
vectors,

A

R, = 0, (b, =cosa; (2.5)

which, in the case of (2.5), represents a scalajegtion of the body axes onto the orbit
frame base vectors.

2.2.2 Euler Angles

The most easily accessible way of constructing 0@ the purpose of rotating coordinate
frames and expressing the attitude of a vehicleyigefining any general rotation as a
sequence of three simple rotations about the badg bectors. It is common to parametrize
the deviation of, with respect td-, in terms of a set of three Tait-Bryan angles, ardan
angles, pitch €), roll (p) and yaw §); these terms originate from the discipline of
aeronautical flight mechanics which historicallyrife the notational framework for
spacecraft flight dynamics.
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The standard definition of an aircraft body frame

is ‘forward, over the right wing plane, down’ ditem-wise or‘roll, pitch, yaw axis-wise,
respectively. For 3-axis stabilized spacecraft;Z13rotation sequence is often used. This
means that the original body triad

by, ba Do} = {01 6, 0}
first undergoes an angular yaw rotatipabout thé b ; body axis which yields a new frame
{ by, b b}

The next rotation will be about th® , axis by the pitch angle to form% b, b, bs}, and
finally the new frame is rotated abdut, by the roll anglep.

Mathematically, that is

"V =R (¢9) R, (6) Ry () (2.6.9)
or
1 0 0 cosd 0 -sin@d|| coxy sing O
°v=|0 cosp sing|l] 0 1 O -sing cosy O|°v (2.6.b)
0 -sing cosp| |sind 0 cosd 0 0 1

The three individual rotations yield the DCM foethbsolute orientation &, with respect
toF,. In (2.7), c and s denote the cosine and thefametion, respectively.

coley co8) -9
R™=|sp00ap- ply oO80Y+ @l 510 (2.7)
cols0[tp+ splls) oU80$- g @]
Small angle approximation (sin= a for small o) is a common assumption for the

linearization of dynamic systems as shown latehis chapter. The linearized DCM for a 3-
2-1 rotation sequence is

1 ¢ -6
R°=|-¢y 1 ¢ (2.8)
6 -¢ 1
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Note, that there are 3 axes to choose from fofitsierotation, 2 for the second and 2 for the
third, yielding 3x2x2 = 12 possible rotation seques) of which 6 are formed by a
symmetric euler angle set, e.g. 3-1-3. Note alsat tunlike rotations defined by a DCM,
rotations in terms of euler angles require adheréa@ consistent definition of the rotation
sequence. Hence, euler angles without referentteeteequence convention yield ambiguous
attitude information. However, the main problemsaasated with euler angles to construct a
DCM are the occurrence of singularities and the mamational burden imposed by the
evaluation of 6 trigonometric functions, 4 addisoand 16 multiplications. Alternative
kinematic representations exist, which are celebrdbr various superiorities over euler
rotations. Certainly the most important methodttifiade parametrization is achieved by the
use of so calledquaternions

2.2.3 Quaternions

After the discovery of the complex number systC many mathematicians wondered if
there were any number systems of even higher dimen&fter a long and frustrating period
without success in this field of research it traregpthat the natural successolC actually
exists in not three bubur dimensions; the set of these non-commutative nwsnizalled
quaternions, is labele H in honor of their discoverer, Irish physicist andthematician Sir
William Rowan Hamilton (1805 — 1865) [18]. His fan®fundamental quaternion equations
are preserved in a stone of the Brougham Bridge theRoyal Canal in Dublin onto which
he carved his sudden strike of genius with a pokkige.

Quaternions prove to be an elegant way of exprgdhim orientation of a body in euclidean
space, utilizing the concept of Euler parameterglvare a consequence of Euler’'s Rotation
Theorem; this states that the most general motfoa igid body with a fixed point is a
rotation about a fixed axis. Hence, the Euler patansa (‘Euler axis’) and® (‘Euler
principal angle’) suffice to fully describe any @geal vehicle attitude. The Euler parameters
are used to form the elements of a quaternionicheum

G=q0+q,0+q,k+q, 1 =[q" g
as
0, = 2, C5in %) (2.9.2)
q, = a,Csin %)) (2.9.b)
s = 3 5in( ) (2.9.0)

. = cog %) (2.9.d)

generally satisfying i2 = j2 = k2 = ijk = -1 andexgfically (for 3D rotations) being subjet to a
normalization constraint

q m=1 (2.10)
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to account for the fact, that a general angulapldeement has only three degrees of
freedom. Of course it is possible to convert atitinformation from one parametrization,
e.g. quaternions, to another form, e.g. DCM.

R=(q; -q'g)E+2qq" -2q9,9" (2.11)

where ¢ is the skew-symmetric matrix of the vector parttef quaternion. Skew-symmetric
matrices are matrices which obey the form show(Rifh2) and may be simply used as a
convenient way of reformulating a vector cross pidnto a matrix representation, i.e

axb=a"[b
0 -a a,
a*=| a, 0 -a (2.12)
-a, @ 0

While quaternions also provide a means to perfantiimited sequences of rotation, the main
advantage of quaternions is the provision of a wWargy-free and efficient attitude
parametrization. A given quaternion always defireescorresponding attitude in an
unambiguous manner without the need for additimuaventions as in the case of euler
angles, and much more compact than by a DCM. Howveaee must be taken since a given
attitude does not unambiguously relate to a unguagernion, because

- (2.13)

q

2.3 Kinematic Equation of Motion

Unambiguously resolving the time history of theitatte of a rigid body is a process
involving two stages of integration. First the dgme equations of motion are integrated in
order to relate a torque acting on a spacecrafttstre with a history of angular velocity,

starting from known body rotational rates. The secatep relates the history of body
angular velocity with the attitude of the body wkihown initial orientation, by integration of

the kinematic equations of motion.

Since the attitude of Compass-1 is parametrizeteims of quaternions, the kinematic
equation of motion of choice is as shown in (2.14)

. “+q, [E
ﬁ=%QEﬁ=1Eﬁq % }m (2.14)
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w -« 0
—w -w, -—w 0

Q (2.15)

Note that the kinematic equation of motion (2.1dhgists of 2 linear differential equations.
However, their variable coefficients preclude ctb$ésrm solutions.

When dealing with nadir-pointing satellites like rGpass-1, the attitude with respect to the
orbital reference frame is of foremost interest.t&we of any practical use the kinematics
model in (2.14) must yield attitude information the orbit frame. Since the dynamic
equations of motion resolve the body rates whd. ibertial frame, as will be shown soon,
two options of implementing (2.14) in a numericahgation environment are conceivable:
() the kinematics are evaluated in the inertialie and subsequently transformed into the
orbit frame, or (ii) the inertial body rates arartsformed into the orbit frame which is itself
rotating with respect to the inertial world and rthimtegrated by (2.14). Either way,
coordinate transformation is required. The MATLABABIink simulation software
developed to analyse the performance of the cotaret (see chapter 7) synthesized in
chapter 5 uses the latter method for attitude naten. The following reasoning is used to
derive the orbital body rates from the inertiabgat

Angular velocities add if expressed in a commoméa
o =af® +af (2.16)

Starting from (2.16) the relationship for the amguiates of the body frame w.r.t. the orbit
frame, expressed in the body C@S(’ ) can be established as follows.

W = -of (2.17.a)
of = R [’ (2.17.b)
W =-w, 0, (2.17.c)
Rbi = Rbo [ROi (2.17-d)
qu))o - qu))i - R [RY q_wo @2) (2.17.e)

Although not used for the purpose of attitude kingos on Compass-1 the kinematic
equations of motion in terms of 3-2-1 euler anglietd some useful equatiorisr system
linearization.

p=af =p-ysing (2.18.a)
q = &} = fcosp+y cosfsing (2.18.b)
r = a9 = cosfcosp- gsing (2.18.c)

21



Applying the small angle approximation on (2.18@) lyields the simple relationships

&= (2.19.a)
by =6 (2.19.b)
b=y (2.19.0)

Solving (2.18.a,b,c) for the rates in roll, pitatdayaw, i.e.qb, 6 andy , results in

@= p+(qgsing+r cosy) dand (2.20.a)
6 = qcosp-rsing (2.20.b)
¢ =(gsing +r cosg) [sedd (2.20.c)

which shows a simple way of obtaining attitude infation (w.r.t. to the inertial reference
system) in terms of euler angles by integratiofirsdrtial) body rate measurements (p, q, r)
from a known initial condition. These rate measwerts may be obtained by a variety of
inertial rate sensors, e.g. gyros. Equations (2,B®) also illustrate one of the major
disadvantages of euler angle attitude parametizafor this specific rotation sequence, a
singularity exists aft = /2. In some gyroscopic inertial systems, as a malotxample, this
abstract singularity might cause a phenomenondalhabal lock i.e. a situation in which
the cardanic suspension frame hits hard-stop igptslof the measurement space.

2.4 Dynamic Equation of Motion

Since Compass-1 is modeled as a rigid body, Eulavisyields a more direct approach to
finding the dynamic equation of motion than Newwisecond law, which would be the
method of choice for non-rigid, flexible spacecrstituctures. In the inertial frame Euler's
Law relates the net applied torque about the C@ thig¢ rate of change of the body’s angular
momentum about the CG. Spinning spacecraft andsggmc instruments utilize this
relation in order to passively stabilize the spiisanertially.

"h=bT (2.21)
The angular momentum is defined as
h=la (2.22)

The inertia tensor of a rigid body is constantha body framéd=,. Hence, it is common to
express the dynamics of the body w.r.t. a bodydfixes, e.g. the body frame; here, the
angular momentum is defined as

h=1 (2.23.2)

| = const
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and

“h=1 &f (2.23.b)

It is noteworthy to observe from (2.23.a) that #mgular momentum and angular velocity
will only be aligned when the body rotates abouwt ofithe principal axes, i.e. in the control
frame the inertia tensor is diagonal and only dement off' is non-zero.

Applying the general rule of the derivative of \@stin rotating coordinate frames

%a‘i :%a‘b +af' x"a (2.24)
eqgn. (2.22) can be rewritten in the body frame
'h="h+ o x"h="T (2.25)
Inserting (2.23.a) and (2.23.b) and solving &ﬁ’ yields

f =-1""af x1af +17°T (2.26)

which is the non-linear dynamic differential eqoatiof motion for a rigid body with
constant inertia.

Since the inertia tensdt = diag(ly,l215) is of a diagonal positive definite form iR, a
change front, to F. enables to equivalently write (2.26) as

C

. Ci . I - I
W) = =2 I 2w, + I L (2.27.a)
1 1
s _|3_|1 +CT2
W, =W, = w I (2.27.b)
2 2
cCi o - _ I _I ¢
oy = —%a)la)z + | 3 (2.27.c)
3 3

Equations (2.27.a,b,c), well-known as Euler's moneguations, are used in the analysis of
the flight stability conditions in the following taef the introduction of an important
environmental torque source, the gravity gradiéfiece
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2.5 Gravity Gradient Torque

A gravity gradient torque arises from the fact tthegt satellite is traveling in a non-uniform
central force field resulting in slightly differeattraction of gravity across the satellite. The
following model is based on the two-body approxiomti.e. lunar and solar gravity sources
are neglected, with the Earth having a sphericaliymetric mass distribution, i.e. an ideal
gravitational potential field. Also, the spacecrafassumed to be rigid and small compared
to its distance from the center of the Earth.

Figure 2.2: In a central force field, minusculeelecations acting on all mass elements of a rigidiyb
are directed towards the CG of the primary bodg,BEharth. This gives rise to a minute torque called
‘gravity gradient torque’.

R+r
ag = —GME %RT[‘P (228)
M =Irxagdm (2.29)

Note that the integral in (2.29) would evaluatez&vo in a uniform gravity field or if the
body was perfectly symmetric. In other terms, exasymmetric body in a central force field
is subject to a gravity gradient torque; these remvnental torques are so small that they are
not noticed during all-day life but in the otheraigear torque free environment of a LEO
picosatellite, these torques are no longer nedgigib
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The gravity gradient torque can be shown to be [15]
Teo = 3af [°6, x 1196, (2.30)

with 85 being the local vertical (third unit base vectbtte orbital frame) expressed in the
body frame, which implies that the gravity gradieffect is a function of the attitude indeed.
Also, by observation of (2.30), no torque is exgtibout the local vertical direction. Gravity
gradient torques of an asymmetric body subject grawvitational field are conservative
torques tending to align the axis of minor printipertia with the gravity field vector. This
is the reason why, in this thesis, the gravity ggatlis not considered a disturbance in the
original sense of the term; Compass-1 is desigoedyfavity gradient stability, satisfying
criteria discussed in the next section, and theltiag torque will tend to align the payload
boresight with the local vertical, i.e. the nadiredtion. Hence, the gravity gradient effect
supports the control system rather than disturking

The gravity gradient torque is often expressedhm principal reference system in which
some of the terms related to the products of iaertithe inertia tensor vanish. Also, this
formulation is more compatible with Euler's momemuations in (2.27.a,b,c). In terms of
the 3-2-1 euler angles the gravity gradient tordide can be expressed in the following
form:

Teon =512 = 1,)sN@A cOsH6) (2.31.3)
Toe, = %(I L ~1,)sin(6) cos@) (2.31.b)
Taos = (11 ~1,)sN@O)sIn@) 23L0)

2.6 Gravity Gradient Stability

Having established the equations of motion of thigl body in space and a torque acting on

the satellite as a function of its attitude and sna®perties, an interesting question is now,

under which conditions the spacecraft is naturstiiple. Compass-1 is designed to be stable
in order to enable passive support of the attitaigrol system.

Applying the small angle approximation for raglland pitch6, and introducing the orbital
mean motion, for a circular orbit

@, = % (2.32)
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the gravity gradient may be linearized as

Teea =3af(1,-1,) (2.33.a)
Tee2 = 3w (ly—1,) @ (2.33.b)
Tees =0 (2.33.¢)

Under the small angle assumption of (2.19.a,b,d)veith R° = E, the kinematics of (2.17.e)

o =W + R [-w, [6,) (2.34)
are linearized to yield
_a)l— _(b'_l/jwo—
& =lw, |=| 0-w, (2.35.a)
@] |+
and
IRy
o =lw | = o (2.35.b)
@] P+

Inserting (2.35.a) and (2.35.b) into Euler's momespations (2.27.a,b,c) and discarding any
products of euler angles or derivatives therecalfinyields the linearized homogeneous
equations of motion subject to gravity gradient anduler angle terminology.

Lo+4af (I,-1 )p—w,l +l .- )W=0 (2.36.a)
1,0 +3af(1,-1,)8=0 (2.36.b)
L+ (1, =1 +a(ly+1,-1,)p=0 (2.36.c)

By simple inspection, (2.36.b) is a differentialuatjon of second order, with no damping
term, i.e. the pitch motion is a simple harmoniciltaor as long as

1, >1, (2.37)

This is the first stability criterion; i;I< I; the satellite is pitch stable with a frequency of

fo =y 3t~ 1) = w, 130, (2.38)

I,

and an amplitude equal to the initial pitch comditb(t=ty); if not, the pitch equation is
unstable and the satellite will swing away from &ggiilibrium condition when disturbed.
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With the following definitions

|
gy = 2<1 (2.39.a)
1
[, =1
g, = 1| <1 (2.39.b)
2
_l,-l
0-3 - <1 (2390)

the coupled equations (2.36.a) and (2.36.c) become

p+4op-al-o)y =0 (2.40.a)
P+afoy+aw1-0,)p=0 (2.40.b)

From the stability analysis of the Laplace transfanf (2.40.a) and (2.40.b) [14], three
inequalities can be derived as conditions for fitgbi

30, +0,0,+1>4,/0,0, (2.41.a)
0,0,>0 (2.41.b)
301+0103 +1>0 (2.41.c)

////

----- . / ////////

0'10'3 <ﬂ

2 / //

Figure 2.3y - 6, plane showing regions of stability and instabjlagdapted from [14]

Figure 2.3 shows the regions of stability in the— o3 plane resulting from conditions
(2.41.a,b,c). The four quadrants are labeled Illll,and 1IV. Quadrants Il and IV are
immediately instable, due to violation of conditi¢h41.b).
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From (2.39.a) it follows that
[, <l +1, (2.42)
With (2.37) it can be shown that
g, >0, (2.43)

Quadrants | and Il are equally divided by a lifag, which 6, = 63; only systems witls; >

o3 (below the dividing line) are stable. The curveguadrant Il shows the solution to
inequality (2.41.a), with unstable systems beingaled below the curve. This leaves only
two stable regions, labeled A and B. Side not usually a design parameter, the following
states the implications for the principal momentsnertia |, properties which are more
commonly used during the design of a spacecradimfe, > 0,063> 0, 6; > o3 and (2.37) it
follows for subregion A that,I> I, > I; in addition to (2.42). Froms; < 0 andoz < 0 and
(2.37) for region B it follows that b I3 > |, in addition to ] < |, + ls. These conditions were
derived by Beletsky in 1959 [22].

Table 2.1: Summary of stability conditions in teraigprincipal moments of inertia

Subregion A Subregion B
Primary condition lb>1;>13 l1>13>1,
Additional
condition lp<li+1s lp<lz+1s

In typical spacecraft designs stability is achievedregion A due to the more limited
margins in subregion B which impose practical diffties on the structural design of the
bus. Furthermore, subregion A stability is preféatue to a globally minimum total energy
configuration; in the presence of energy dissipatios is the only stable region. Compass-1
is designed such that various degrees of freedtow dbr a tuning of the mass properties
within the CAD system prior to fabrication and asbey. This method of proper equipment
placement is utilized in order to achieve gravitgdjent stability in subregion A.
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2.7 Linear Dynamics

The following section will present a complete dation of the linearized equations of
motion in terms of quaternions of a tri-ineriaigid spacecraft on a circular orbit. A linear
system model is essential in order to apply lirmatem theory and control law synthesis
procedures.

The starting points for the linearization process(2.14) and (2.26), the nonlinear kinematic
and dynamic equations of motion, respectively. dhgctive is to find a set of equations
which are linear (constant coefficients) in thetestzariables, i.e. to find a linear algebraic
system representation of the form

x=FIx (2.44)

whereF is the plant system matrix. External disturbamesented in the next chapter have
been omitted since their nature precludes a liregaesentation.

In most mechanical systems, the state space is thicnumber of the degrees of freedom of
the system. Principally, any state vector whichcdbes the attitude and the rate of change
of the attitude is valid, as these informationsspan initial condition are sufficient to
unambiguously resolve a time history of the spadfécrttitude. Since attitude
parametrization on Compass-1 is achieved by quatesnthroughout owing to their
superiorites compared with other methods of attitpdrametrization as discussed above, a
state vector of the form

Xea =@ a) (2.45)

has been selected for detailed derivation of theali system dynamics subject to gravity
gradient. This selection of state variables is uejgrelated work by [19], [20] and [21]
describes the linear dynamics in terms of the quoete and the body angular rates.
However, the choice of quaternion and their rate oblange is simplifiying the
implementation of the state estimation, as wilshewn in chapter 6, by erasing the need for
the conversion from the quaternion rates to thaulandody ratess by application of the
inverse kinematic equation of motion (2.58). Hertbe, desription of the state dynamics in
the here presented state variables is more closkeited to the state estimation method.

Since Compass-1 is a nadir-pointing satellite atyeilibrium is chosen such that the control
frame coincides with the local orbital frame atres.

ges=[0 0 0 1 andaf2, =[0 0 O (2.46.a,b)

2 All principal inertias are valued differently: maial symmetries
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Under the assumption of small deviations (totahgpal euler angle deviatiob ~ 0) from
this reference, the kinematic state variables apeessed as

)
a, [$in—
co 2
1 i b
co az InNn—- co
&e=|_2 |= & =(dq J (2.47.2)
3 a3 &|n7 1
X b
COS—
2
and
ouf® =awpe, duf, dw] (2.47.b)

Rewriting the dynamic equation of motion (2.26}he control frame and considering only
gravity gradient torque yields the known non-lindgnamic equation of motion

GE = =1 I X1 L +1 T + 1 T, + 17 Ty,
N iy e N

angular. cross gravity control external (2.48)
acceleration  coupling gradient action disturbances

Egn. (2.48) identifies various contributors to tegular acceleration in the inertial frame.
The first term containing the cross product ariaely due to the fact, that the dynamics are
described in a rotating frame with respect to aertially fixed frame. It is commonly
referred to as theross-couplingof the spacecraft rotational dynamics. The eqnatb
motion may be expanded by an arbitrary number rmfuies imposed on the rigid spacecraft
structure. It would be reasonable to append thoeiecss of torques: (i) the torque resulting
from the gravity gradient effect, (ii) the interna@bntrol torque and (iii) the external net
disturbance. However, for the derivation of the eyufquasi-homogeneous” system
dynamics, only the gravity gradient is considered.

%&oﬁ =J(cross- couplingy T (gravity gradien (2.49)

The three terms of (2.49) can now be linearizecuseply.
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Linearization of the angular acceleration term
Rewriting the general addition theorem of angulalogities (2.16) in the control frame
yields

o =+ ) (2.50)

The angular rotation of the orbital frame with resfpto the inertial frame is governed by the
circular orbital ratew, about the orbital frame axis parallel to the ormrmal vector -9
Using the kinematic relationships in (2.17.a) td.{2e) the following can be shown wifl
=E.

o =R [E [{-w,[H,) (2.51)

Consider a direction cosine matf&’ which describes the transformation of the orlznfe
into the control frame and consists of the unitebasctors of the orbital frame expressed in
the control frame:

R =6, °6, °6, (2.52)

Since it is possible to convert from one attitu@eapmetrization to another, this DCM can
alternatively be expressed in terms of the quadernomponents. Evaluating (2.11) yields

G; —Q; —d; +d;  2(0,0, +d;0,) 2(0,0l; — 0,0,)
R®=| 2(q,0,-00,) ~—0f +0;-0; +0;  2(0,05 +q40,) (2.53)
2(0 05 + G,0,) 2(0,0; —0,0,)  —O —05 +a +af
with
g =4 fori =1,2,3,4 (2.54)

As stated abovéq, 69, anddgz are small numbers such that the products

& [y =0 fori,j=1,2,3 (2.55.a)
a7 [eg° =0 fori,j=1,2,3 (2.55.b)
X [y° =0 fori,j=1,2,3 (2.55.c)

may be neglected as a first-order approximatiorméteber thatq, is approximately 1
according to (2.47.a). Having made these simptifice, the linearized DCM becomes

1 24;° -2
R®=|-2%° 1 28 (2.56)
28 -2d 1
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and the inertial angular velocity of the orbit frauas seen in the control frame is then

1 29° -297°|( O = 20;° @,
of =-20° 1 2q° |Q-a |=| -, (2.57)
20, -2q° 1 0 20,0,

By inverting the kinematic equation of motion (2.,1the angular velocity of the control
frame as seen by the orbit frame can be expressexims of the quaternion and their rates
of change [15] using the same abbreviations redadlvé2.54)

" ds (E-0q,9" +qq’
W =| a® |= 2{ 4 4 }m (2.58)
gaf q“

or, with g,= 1
0 -dg7 O
W’ =20E-| 3¢° 0 -3¢°|+ 00"
-3q; dg° O
- (2.59)
1 o  -d¢g°
=20-6¢° 1 &° |Of°
| 8q;’  ~6q" 1

It is now necessary to rid (2.59) of multiplicatistate components. Under the simplifying
assumptions of (2.55.a,b,c), equation (2.59) casubstantially simplified to

o =209 (2.60)
Inserting the results of (2.57) and (2.60) intd@ yields

200,° ) (-2, | [ 2(%," - &i;w,)
of =| 20" |+ —wy, |F| 20" @ (2.61)
245 ) | 200w, 2(&5° + a ")

By time-derivation of the angular velocity of thentrol frame expressed in the inertial
frame, the first linearized term of the motion maddound as

2(&11CO - .gowo)
W = 2855° (2.62)
2(&js* + & wy)
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Linearization of the cross-coupling term
Now attention will turn to the second term of thanlinear model, the cross-coupling

- 17 X (1 )

First, the cross product will be linearized usihg tesults of (2.61) and applying

axb=a"[b
W x (1)) =
i 0 208 +3q°w,) B -, 2106'¢ -3 G, )
=| 2562 + 3w, ) 0 -26¢-3dw, ) 103§ -, )
| 2807 + o, 204" -5qw,) 0 2]06¢ +0 dw, ) (2.63)

—2(56 +3°w,) 1,(254% - w,) + (2547 - w, )21, 06~ +5 ¢, )
=| 41, 0867 + 307, )86 ~ 305, )= 41,0607~ 3 o, U6 6>+ 3 6 ,)
(=230 + )[R 00 -dq;w, )+ 26" -d o, JL, (D g~ w,)

Again, the assumptions of (2.55.a,b,c) yield aificantly simplified version of (2.63):

_ . 21, mooéqg°+2|2mo§6q§°— 21,00 pY3— ZIQ]Q@QEO
off x(155) = 0

21, m’ooaqio - 2|1m)%6qcao_ 21 zm*)&sq(io-l' 21 zm’oﬁqgo
26(']20(,00 (I,= 19+ 26q‘i°(,0(2)(| 1)

= 0

26()&60('00 (I,=1)- 26qc30(,05(| 1)

(2.64)

Including the principal inertia to formulate thengolete linearized cross-coupling term
yields
(_2&1506‘)0 - qulcowg) Lo,
-1 x (1 ) = 0 (2.65)
(_2&]1600)0 + 2&1500)5) DL73

with the inertia parameters; and o3 as defined in (2.39.a) and (2.39.c). Egn. (2.65)
constitutes the linearized formulation of the crosapling term.
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Linearization of the gravity gradient term
Rewriting (2.30), the gravity gradient term in @ 4an be written as

| ™ Tye = | ™ e §°6, 196, (2.66)

Using (2.52) and (2.56) this can be simplified to

0 -1 4| (-21B¢°
I T =1 ' B2 1 0  25¢° | 2L, Bc°
-250° -B° 0 I
=21, [8qg;° + 21,[80q;°
= 17 B [ -21, 32 + 21,[3q % (2.67)
0
-20,00;°
=3y [ 20,00

0

Assembly of thelinearized motion model

Having established the linearized terms of the lnoear equation of motion, the complete
linearized plant system matrix can now be assemioted the individual results. Recalling

(2.48) and discarding any torque other than theigyrgradient, the linear algebraic equation
can now be written as

2(&1160 - 'gowo) (_2&]3?06‘)0 - Zd:]foajg) EL71 - 60}501 1CO
Z&igo = 0 + 6&)50’2&];0 (2.68)
25+ ay°w,) | | (-2 @, + 2805°a) [, 0

Solving (2.68) for the second time-derivative of tjuaternion vector part yields

.160 = (_40-16‘)5) Hi]fo + (wo (1_ 01)) Bﬁgo (2-69-3-)
i = (30,4 (&g (2.69.b)
s = (005) [05° + (—w, L+ 03,)) [, (2.69.c)
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Equations (2.69.a,b,c) constitute the final lineedi equations of motion of the rigid
spacecraft subject to gravity gradient only anthavicinity of the equilibrium state defined
in (2.46.a,b). The matrix representation of thedinspacecraft motion model can be finally
written in the form of (2.44) as

o8 0 0 0 1 0 0 o
o 0 0 0 0 1 0 co

el | o 0 o 0 01 e o
§° | |-4wpo, O 0 0 0 w (o) |8g° '
6 0 ko, O 0 0 0 o

g ) | 0 0 o, -w,(1+c,) O 0 |(&gP

The plant system matrix in (2.70) is sparsely ogati@nd the upper half has the expected
property of an identity for the case of a rigid pedthout damping.

2.8 Summary

This chapter has introduced the definition of impot spacecraft-centered reference systems
used throughout this thesis. The important attitpdeametrization methods used in the
following chapters have been introduced and the-lmear kinematic and dynamic
equations of motion have been stated. The consesvadrque generated by the gravity
gradient effect has been presented and the methdishearization was used to derive
stability criteria binding for the Compass-1 spaaéicdesign. The most significant result of
this chapter has been the linearization of the Immar plant dynamics in terms of
quaternions and quaternion rates in the desired-paihting equilibrium attitude. Having
established a linear plant model of the nadir-peinCompass-1 spacecraft, linear control
theory can be applied to derive stabilizing contaels; this will be done in chapter 6.
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Chapter 3

Space Environment

An object in LEO is subject to a complex naturalimnment including charged patrticle
systems, high energy radiation, presence of atomyjgen and geophysical phenomena like
gravitational and magnetic fields. Most of thesgimmmental elements affect parts of the
spacecraft in one or the other Wénut to the attitude control system designer, griltes on
the vehicle’'s dynamics are of foremost interest.

A picosatellite at orbital altitude is the most fgdorque-free system ever created by human
agency. However, various minute disturbances domat¢he spacecraft structure in the form
of external torques. It is the task of the attitudentrol system to compensate these
disturbance torques which are complex functionshef spacecraft body geometry, time,
position and attitude. The objective of this chajgedo present tractable models for the most
significant LEO disturbances and to estimate a ewagive torque level, based on worst-
case assumptions, which constitutes an essenpat to the selection of attitude control
hardware and the sizing of the actuator elemenis.disturbances considered in this chapter
are

e aerodynamic drag torque
e solar radiation pressure torque
e residual dipole moment torque

In addition to the estimation of the required coh&ruthority, this chapter will also present a
thorough description of the geomagnetic field, whis the main prerequisite for the
proposed attitude control system.

% Space is a fairly hostile environment for man-madehines. However, space engineers believe that
space is a much safer place than the Earth itsetfause the environment is highly predictable and
space hardware can be made withstanding exactbe ttrenditions without being subject to the poking
and probing hands of untrained users.
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3.1 Orbit analysis

An important prerequisite for estimating the dibaurce levels, the spacecraft will
experience during its mission is the knowledgehef $atellite orbit. Since Compass-1 is a
secondary payload on a launch vehicle not yet aeted at the time of writing, the mission
orbit cannot be predicted with final accuracy; iler to establish a reasonable reference
orbit for the system design, the orbits of the pmesly launched CubeSats will be
investigated in the following. Table 3.1 shows ttedevant orbital parameters for the
CubeSats launched in June 2003 and October 2085nftbrmation is based on TLE data
obtained in December 2005.

Table 3.1: Orbit parameters of the CubeSats lauhohé@une 2003 and October 2005
(as of December 2005)

S/C Number 27842 27844 27846 27847
S/C Name DTUSat CUTE-1 AAUSat CanX-1
Inclination [deg] 98.7219 98.7226 98.7229 98.7226
RAAN [deg] 342.2087 342.6907 343.1797 343.1124
Eccentricity 8.599-10" [9.119-10* [8.689-10" |8.704-10*
Arg. Of Perigee [deg] 257.2589 269.7095 254.4612 253.508
Mean Motion [revs/day] |14.208 14.204 14.208 14.208
Period [min] 101.35 101.38 101.35 101.35
semi-major axis [km] 7200.845 7202.150 7200.842 7200.851
Perigee Alt. [km] 816.518 817.447 816.450 816.448
Apogee Alt. [km] 828.902 830.583 828.964 828.984
S/C Number 27848 28895 28892 28894
S/C Name XI-IV XI-V UWE-1 Ncube-2
Inclination [deg] 98.7201 98.1833 98.1808 98.1827
RAAN [deg] 341.9563 |233.2839 |233.273 236.1961
Eccentricity 9.163-10" [1.9226-10° |1.8521-10° |1.8807-10°
Arg. Of Perigee [deg]  |274.7686 |64.8277 63.4028 57.3391
Mean Motion [revs/day] |14.202 14.593 14.593 14.594
Period [min] 101.39 98.68 98.68 98.67
semi-major axis [km] 7202.61 7073.5 7073.68 7073.17
Perigee Alt. [km] 817.875 681.765 682.444 681.732
Apogee Alt. [km] 831.075 708.965 708.646 708.338
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The orbits are visualized using the Satellite Téal (STK) in figure 3.1, apparent

differences exist in the right ascension of theeading node (RAAN) as well as orbit
altitude. Both campaigns launched the picosatsliito a near-circular retrograde orbit of
high inclination (~98°).

Figure 3.1: Visualization of present CubeSat orlgenerated with STK.

The figures of merrit for the assessment of theadyioal environment of Compass-1 are the
altitude, inclination and eccentricity. Based oe tirevious CubeSat orbits, the reference
orbit has the following parameters.

Table 3.2: Compass-1 reference orbit parameters

Orbit type | circular, sun-synchronous
Altitude | 600 — 800 km
Radius| 6978 — 7178 km
Inclination | 98°
Velocity | 7558 — 7452 m/s
Period 5801.06 — 6052.2_4 sec
96.68 — 100.87 min
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3.2 Disturbance Torques

3.2.1 Aerodynamic Drag Torque

Contrary to the general notion of an ideal vaccunbEBO altitudes, satellites experience
forces and torques which are a result of aerodynamag, since a spacecraft travels along
the outer fringe of the Earth’s atmosphere wheesatmospheric density is greater than
zero. Many density profile models exist but MSISE{23] is the recommended ECSS
(European Cooperation for Space Standardizati@amdstrd atmosphere model, from which
the main thermodynamic parameters of the atmospdte800, 700 and 800km and during
low, mean and high solar and geomagnetic activiyliated in table 3.3.

Table 3.3: ECSS standard atmospheric density, teatype, pressure, molecular weight and scale
height at 600, 700 and 800 km altitude and foredéht levels of solar activity [23]

Activity Level low

Altitude [km] 600 700 800
Temperature [K] 699.1631 699.1631 699.1631
Density [kg/m?] 1.03.10™* | 3.58.10" | 1.91.10"
Pressure [N/m?] 1.09-10° 6-10° 3.96-10"
Molecular Weight [kg/mol] |5.5149 3.4648 2.8075
Scale Height [km] 71.0934 129.9408 188.1991
Activity Level mean

Altitude [km] 600 700 800
Temperature [K] 1011.533 1011.537 1011.538
Density [kg/m3] 1.56-10° | 3.91.10" | 1.25.10™
Pressure [N/m?] 1.01-10" 3.36-10° 1.58-10°
Molecular Weight [kg/mol] | 13.0389 9.7818 6.6572
Scale Height [km] 68.1361 78.5188 101.1751
Activity Level extremely high

Altitude [km] 600 700 800
Temperature [K] 1622.042 1622.087 1622.093
Density [kg/m?] 6.20-10° | 2.38.10™ | 9.59.10"
Pressure [N/m?] 5.31-10° 2.11-10° 8.84-10"
Molecular Weight [kg/mol] | 15.7321 15.2723 14.6447
Scale Height [km] 102.6271 108.0038 111.8358

The simplest model is a scalar evaluation of thedamamic drag force imposed on the
center of pressure with an offset from the centgravity [24].

1
TaZEEDED DA‘p WCZEQCCP _CCG) (3-1)

This simple model ignores the fact that the flowgime at LEO altitudes is far from
continuous. In the Earth’s exosphere gas molecaleswidely spaced, i.e. the molecular
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mean free path length is large compared to the riioa of the CubeSat body; this type of
rarefied gas flow can be best characterized byigestrandomly and in a perfectly plastic
manner impacting and subsequently slipping off buely's surface. The model only

considers normal pressure forces, not the friatiba molecule slipping on a surface, and it
does so in a manner which is typical for the cantimm assumption of fluid mechanics.
However, although statistical fluid mechanics yialtetter approximation to the problem of
aerodynamic drag on a spacecraft, the model in) (8.1deemed to provide results of
reasonable usefulness as estimate of the expectreetlevel.

The newtonian slipstream theory of rarefied gasadyins predicts a coefficient of drag af
exactly 2.0 for a spherically shaped body; a cudmdy should experience slightly higher
coefficients. Hence, apf 2.2 is assumed. It is further assumed thattwer of pressure
coincides with the cube’s geometric center. It istandard requirement that the CubeSat
center of gravity (CG) must be within 2cm of theogetric center. Hence a worst-case
offset between CP and CG of 0.02m is assumed.

The projected areaAs highest if the velocity vector joins a cubetegrand the geometrical
center. For this scenario, the aerodynamic area is

A, :%Ztéu J6), a=01m (3.2)

For worst-case torque estimation, residual derfisit$00km and high solar activity, i.p.=
6.210™ kg/m3, and the lower orbit altitude with a cirauleelocity of 7558m/s are assumed.
This yields a conservative aerodynamic torque 410'Nm.

For simulation purposes, a model is required wieiealutes the secular aerodynamic torque
as a vector.

T,=1c, ey F x({ V)V, n=6 (3.3.2)
k=1

Any general convex body shape can be divided infimiee number of n surfaces and the
total aerodynamic torque is obtained by summatibthe individual torque contributions.
Since the geometrical configuration of Compass-1faisly simple, a cube with six
orthonormal faces of equal area will yield reswiith sufficient accuracy. In (3.3.a),kAs
the area of the k-th surface, V is the normalizeldaity vector in the body framey is the
normal vector of the k-th surface andis the vector from the CG to the area center @kth
th surface. Again, in this discrete model the lmcatof the CP inherently assumed to
coincide with the geometrical centre; the locatainthe CG can be easily extracted from
CAD models.
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More realistic results can be obtained by evalga{3.a) for the velocity relative to the
Earth’s atmosphere. If a static, Earth-fixed atnhesp is assumed, the velocity is expressed
in the Earth-fixed frame of reference (ECEF, sesptér 6).

Vecer = AFCEREC EQVECI - (wm XTeg )) (3-b)

where A“5FEtransforms the inertial velocity into the Eartkefil CS andb; is the Earth’s
angular velocity of rotation about the z-axis, € 7.2921-18rad/sec).

3.2.2 Solar Radiation Pressure Torque

A spacecraft in LEO receives electromagnetic ramharom three major sources, (i) the sun,
(i) solar radiation reflected by the Earth, termaibedo, and (iii) the thermal infrared
radiation of the Earth. For all following discussjoconly the first source, i.e. direct sun
radiation, is considered due to its dominance oteer torques of the same nature.
The sun’s electromagnetic radiation exerts a noforgke on space objects, known as solar
radiation pressure. This pressure originating figmotonic momentum exchange causes a
cyclic disturbance torque which may be modeled isirailar form as the aerodynamic
normal pressure torque [24].

T, S [AL(L+r)[eos [{Cep — Ccg) (3.4)

"

The solar constant,Ss defined as the normal energy flux onto a urdéaaper unit time,
outside of the atmosphere, at 1 AU distance tcstire Although §is labeled a constant, it
varies by approximately 3.4% during a year dudeodccentricity of the Earth’s orbit about
the sun; an additional variability of £0.1% arisesm the sun’s cyclic emission level
fluctuation with a period of 11 years, known asotaiscycle. The standard values for the
electromagnetic radiation of the sun are as foll[R&$:

Table 3.4: Solar Constant value variation rangé [23

Solar Constant at 1 AU 1371 Wi/ni
Max. solar energy flux (perihe|]) 1428 W/nt
Min. solar energy flux (apohel) 1316 W/nt

Because of the great distance between the sun dnfCasatellite, the solar pressure
disturbance torque is virtually independent of trbit altitude. However, it is strongly
dependent on the type of surface being illuminaliedyeneral, solar cells are absorbers and
the spacecraft body is a reflector. Typical valtmsthe body reflectance r are ranging
between 0.4 and 0.7 (0: perfectly absorbing, 1lfepdly reflecting). Since the body of
Compass-1 is largely covered in antireflectancdembaolar cells, r is assumed to be 0.6
while still being conservative. The assumption tfteg maximum irradiated area is identical
to the discussion of the aerodynamic drag. The tag@se sun incidence angle is easily
identified as i = 0°. This yields a conservativéaspressure torque of 2.62°Nm.
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Similar to the model of the aerodynamic torque,dblkar radiation pressure disturbance can
be rewritten in a more general discrete form,foea rigid body with an arbitrary geometric
configuration.

T :%(1+ r Dir;k x(ﬁ; o é)[émk (3.5)
k=1

In (3.5), A is the area of the k-th surface, S is the norradligun vector in the body frame,
ng is the normal vector of the k-th surface ands the vector from the CG to the area center
of the k-th surface.

Note that the solar pressure torque is typicaliypa-continuous source of disturbance, since
the spacecraft may not be exposed to direct sum kg all times of the orbit. It is a
reasonable simplification for LEO satellites to $gt= 0 if the spacecraft is in umbra ang T

# 0 otherwise. A simple shadow function will be geted in chapter 6 in the context of
attitude estimation.

3.2.3 Residual Dipole Torque

As everyone who has used a compass needle befargliaware of, the Earth is not only
surrounded by a gravity field, but also by a siigaifit magnetic field. Scientists still have
not fully agreed on the specifics of the origintlis field, but what is known for certain is
that the general magnetic field is composed of @emuosition of various potential field
sources. These sources are (i) the main fieldtrelymamically generated internal to the
Earth's outer core, (ii) the crustal (lithosphefie)d from local remanent or magnetically
induced rocks (e.g. volcanic), and (iii) a combirtksturbance field from electrical current
systems in the upper atmosphere (ionoshere) andnéumetosphere, which also induces
secondary electrical currents in the sea and thengr. The crustal field is largely attenuated
at the altitudes of LEO satellites and, with theeption of the auroral and polar areas,
disturbance field effects at LEO altitudes are $fi2a].

The simplest model of the geomagnetic field is thfaan ideal dipole, first discovered by
William Gilbert of Colchester, english physiciandaman of learning at the court of Queen
Elizabeth |, and, in the year 1600, published in theatise’'De Magnete, magneticisique
corporibus’[59]. Gilbert gave the first rational explanation to the mystasi@bility of a
compass needle to point south-north and openedrthef modern physics and astronomy,
starting a century marked by great achievement&alfleo, Kepler, Newton and others.
What Gilbert did not know at the time was that Eeath’s dipole is both tilted and offset
with respect to the Earth’s axis of rotation, sattthe geomagnetic poles do not coincide
with the geographic poles. Additionally, the fiedttength is not independent of longitude;
this configuration is called an eccentric dipole.
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Figure 3.2: isomagnetic map of the geomagnetid stlength at sea level in Van-der-Grinten
projection; contour line spacing is 2000nT [25]

The scalar field strength assuming the Earth baimgleal dipole is given by

— M HYJ —_ BO ERI:; HJ
~Re {1+3sin“ A, —?,/1+3sm A (3.6)

Any residual magnetic field inherent to the spaaftcwhether generated by a magnetized
material, e.g. ferromagnetic, or by an electricatrent system, will interact with the
geomagnetic field to produce a mechanical torgyeMagnetic fields may be represented
by equipotential field lines (or shells in 3D) ofn@agnetic potential field. Local magnetic
flux density vectors are oriented tangentiallyhede field lines. The strength of a magnetic
field is governed by the magnetic dipole of the yogénerating the field. A common bar
magnet is an example for a simple magnetic dip@le fsource; it has two poles and all
magnetic field lines are connecting the poles. Bxoms from the simple dipole may exist
for bodies of more complex internal magnetic stitest the fields of higher order poles
(quadrupole, octopole, etc.) are superimposed endipole field to shape a complex
magnetic field structure.
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Expressing the net residual magnetic field in teohs residual dipole D, the disturbance
torque imposed on the spacecraft’s structure caiobservatively written as

T,=D[B 3.7)

The geomagnetic flux density B becomes a periodigimum fori, = nt/2 forn = 1,2,3...,
which is located above the magnetic poles. At thexstions the worst case torque can be

defined as
M

Estimating the residual dipole before the spacedsafully integrated is difficult. Since
Compass-1 is an extremely small spacecraft, a ceatdee residual dipole of 0.01Am2 is
assumed. According to [24], small (still much larghan Compass-1), uncompensated
vehicles usually exhibit a residual dipole of arddAmz2. Assuming the lower bound on the
orbital altitude, the worst-case magnetic torquevisluated as 4.580'Nm.

3.24 Total Disturbance Torque Level

Summarizing the analysis of the dynamical distuceaenvironment of Compass-1, the
following worst-case torque contributions have bielemtified.

Table 3.5: Summary of the expected worst-case niiatice level

Source | Torque
Aerodynamic Drag 1.3410"Nm
Solar Pressure2.6210° Nm
Residual Dipolg 4.5910"Nm
Total Disturbance Level5.9510" Nm

Again, the shown results depict the worst caseaidn, i.e. the individual torques are simply
summed up as it would be the case if all torquesldvact on the same axis in the same
direction. In reality this case is highly unlikely happen. Torque cancellation is much more
probable, resulting in a significantly lower retitistotal torque. Note that the aerodynamic
drag torque is classically dominant for altitudedolv 500km while the residual dipole
typically dominates at altitudes above 500km.
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3.3 Variability of the Geomagnetic Field

The sum of magnetic main and disturbance fieldsisconstant over time; variations with
time can be divided into two typedemporal (reversible) variationsand secular
(irreversible) variations The disturbance field can temporarily vary bathr€gularly, with a
fundamental period of one day, and (ii) irregulasly time scales of seconds to days. The
regular variations are calletiurnal variationsand they are essentially generated by changes
in ionospheric currents, or more specifically, bg fonized dayside atmosphere in altitudes
of 100 to 130 km, with ions being moved into thetka main field by winds and tides.
Irregular temporal variations include magnetic si®y invoked primarily by solar flares,
which are related to the sun’s periodic sun spaviag and auroral activity, which is at a
maximum in the spring and fall when the Earth isated at its equinoxes. Magnetic storms
are generally more severe at high geomagnetiud@s#. The rotation rate of the sun is 27
days, which suggests that the frequency of magrsttoms follow a 27-day cycle. In
addition, the activity of sunspots follows the 1day solar cycle, so increases in magnetic
storm occurence follow the same trend.

150°E

B
=
ol

180w
130°E

Figure 3.3: map of the secular variations of thengagnetic field strength at sea level in Van-der-
Grinten projection; contour line spacing is 20nBiyf25]
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3.3.1 Monitoring Magnetic Storms

The Space Environment Center (SEC) in Boulder, @dio, USA, provides real-time
monitoring and forecasting of solar and geophys@atnts, conducts research in solar-
terrestrial physics, and develops techniques foreclasting solar and geophysical
disturbances. SEC's Space Weather Operations Genjintly operated by the National
Oceanic and Atmospheric Administration of the UD&partment of Commerce (NOAA)
and the U.S. Air Force and is an international wayrtenter for disturbances that can affect
people and equipment working in the space enviromEor the specific purpose of
magnetic storm warning, a severity scale, rangnognfO (quiet) to 9 (severe storm), is
commonly used. The severity is expressed by tlmllak-index’ and the planetary (global)
‘Kp index.

The K-index is a code that is related to the maxmiluctuations of horizontal components

observed on a magnetometer relative to a quiet daging a three-hour interval. The

conversion table from maximum fluctuation (nT) be K-index, varies from observatory to

observatory in such a way that the historical @fteccurrence of certain levels of K are

about the same at all observatories and the indemrbes a globally standardized code. In
practice this means that observatories at highemggnetic latitude require higher levels of
fluctuation for a given K-index.

The official planetary Kindex, introduced by J. Bartels in 1949, is dediby calculating a
weighted average of standardized K-indices froretavark of 13 geomagnetic observatories
[62]. It was originally designed to measure solartiple radiation by its magnetic effects.
Since the observatories do not report their dat@afhtime, it is necessary for a monitoring
center to make the best estimate based on avadalde Space weather operations uses near
real-time estimates of the,Kndex which are derived by the U.S. Air Force 55ace
Weather Squadron. Most of the observatories asgdddn North America, although there is
one European station also contributing at this timoen Hartland, UK. A K of O to 4
indicates sub-storm severities; harmful situatianse from conditions of K= 5 and above.

3.3.2 Thelnternational Geomagnetic Reference Field

Several geomagnetic field models exist; one ofd@hoedels is the World Magnetic Model
(WMM) published and maintained by the British Gegidal Survey and other institutes [26].
The WMM is updated every five years, alike the majod most important field model, the
International Geomagnetic Reference Field (IGRRe TGRF is a mathematical description
of the Earth's main magnetic field used widely tndges of the Earth's deep interior, the
lithosphere, the ionosphere and the magnetosphibeegeneration and maintenance of the
IGRF is an international collaborative effort leg Ihe International Association of
Geomagnetism and Aeronomy (IAGA) and relies on eoation between magnetic field
modellers, institutes and agencies responsiblecftliecting and publishing geomagnetic
field data. The IGRF incorporates data from perméanand observatories and from
airborne, marine and spaceborne surveys. The fwfpdiscussion of the geomagnetic field
topology is based on the W Generation IGRF model (IGRF-10) for epoch 2005ckhvas
finalized by IAGA's Division V Working Group MOD ¢rmerly WG V-8) in December
2004 [29]. Alike the prior version, thé"@eneration IGRF, it includes 195 main field model
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coefficients and 80 secular variation coefficied@RF-8 contained main field coefficients
up to degree/order 10 with precision truncatechteger nanotesla (nT) while IGRF-9/10 is a
degree/order 13 model, with a precision of onehtesit a nT, reflecting the increased
availability of high-quality data. The recommendpdriod of validity of IGRF-10 is
gregorian year 2005 through 2010.

3.3.3 Spherical Harmonics Field M odelling

In close analogy to the relationship between aefatector in a gravitational potential field,
the magnetic vector can be expressed by the negatadient of the geomagnetic potential
field. Henry Gellibrand, first priest, then mathditian, has already shown in 1635 that the
geomagnetic field is both time and position depahdi& opposition with the conviction of
Gilbert). One year before his death he published his sigmtiexperimental observatioims

"A discourse mathematical on the variation of thagmetical needle, together with its
admirable diminution lately discovere{0].

Hence, the geomagnetic main field can be genesajtyessed as
B=-0U(R g 0,t) (3.9)
which satisfies Laplace’s equation

o  JuU L ol , AU
+ + +

DU R0 =000V) = o 062 ot

=0 (3.10)

in addition to Maxwell's equations. The interpregat of the Laplace equation is that the
normal vectors to lines of constant U have no djgace; intuitively this means that the rate
at which such vectors enter a region of spaceeiséime as the rate at which they leave. The
gradient of the geomagnetic potential U gives tinection of the geomagnetic flux density
at each point in space; the fact, that these fiekes are divergence free in some region
simply implies that the geomagnetic main fieldasrse-free.

It lies in the nature of the problem, that the agoh of a scalar potential, approximated by
an expansion of harmonic terms, described in arggecoordinated system, is most

suitable. The empirical formulation of the geomagnpotential U is hence approximated

using a method known aspherical harmonics expansianUsing this method, the scalar

main field potential can be generally approximadec truncated series expansion:

U=f(Rp6h)=a Dﬁ{(ﬂ;j S o7 costg) + h™ sinma)|P"cosd) | (3.11)
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where R is the geocentric distance of the poinintdrest,0 is the co-latitude (sometimes
called co-elevatiorf) measured from the geographic north pole, @nid the (Greenwich)
longitude. ‘g’ and ‘h’ are the model coefficientsda’P’ are the Schmidt (semi-)normalized
associated Legendre functions.

If only internal sources (the main field) are calesed, as it is reasonable for LEO
spacecraft, U is a function of (i) the locationiwterest, expressed in spherical coordinates
and (ii) time. However, (11) does not contain dirigme dependency information; the field
calculated by the above coefficients is a merepshat’ of the magnetic field apoch §.
Variations of the potential field with time are dindut not negligible within the epoch
period of 5 years. To account for the time varigiothe field coeffients are corrected by
means of secular coefficients. Secular coefficaarts expressed in the unit [nT/year],
evolving from a linear interpolation technique bktobserved secular change of a field
model. Predictions of the main field for more tHagears into the future from the time of
epoch are not sufficiently accurate for generaligetion purposes which is the reason why
models and charts are revised in five year interv@bmbined with the secular coefficients,
the main field coefficients are assumed to vanhwiine at a constant rate of change over
the entire five-year period. See appendix D foompglete list of the IGRF-10 field model
coefficients.

gr() =gy +9n(t-t)  t<t<t+5years (3.12.a)
h™(t) =h™ + h™(t -t,) to < t<ty + Syears (3.12.b)

Much more useful is a set of equations which yigh#scomponents of the geomagnetic flux
density vector directly as

—6V « I:2E " : m m a; m
B=——=)|-2% (n+1)Z(gn cos(ng) + h' sm(mw))Pn ) (3.13.a)
oR =R =0
0V &R\ . oP™(6)
B=—=-) | — " cos +h" sin(m L 3.13.b
0= g Z(Rj > (g7 costne) + 7' sinmg)) =2 2 (3.13.)
~oV ~1 &R \™Q .
= = —= -gsin +h™co P™@) (3.13.c
o= Rena e SM;(RJ mzzom( g7 sin(mg) + h7" cosng) Pr(6)  (3.13.)

B, is the radial component of the magnetic field {jpes outward), B is the co-elevation
component (positive southward),, Bs the azimuthal component of the field (positive
eastward) and k is the maximum degree and ordéredield model evaluation. In general, a
higher degree and order results in better accub@oause localized deviations from the
dipole field can be best resolved with high org#resical harmonics coefficients.

* co-latitude is essentially the same as latituddy with a different origin definition; geogr. ndt
pole: 0°, geogr. equator: +90° and geogr. soutle:pal80°
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A set of notations and definitions is used amongpbgsicists, which shall be briefly
presented here for the sake of completeness. Tomagmnetic flux density vector B is
described by the orthogonal componextéortherly intensity),Y (easterly intensity) and
(vertical intensity, positive downwards); totalensityF; horizontal intensityH; inclination

(or dip) I (the angle between the horizontal plane and tHd fiector, measured positive
downwards) and declination (or magnetic variatibnjthe horizontal angle between true
north and the field vector, measured positive easts). Declination, inclination and total
intensity can be computed from the orthogonal campts using equations (3.14.a,b,c and
d).

D= tan‘{%) (3.14.a)
=/ 72 (3.14.b)

I :tan‘l[éj (3.14.a)
H=/X2+Y2 (3.14.d)

Helpful conversions are:

H = F cosl (3.14.a)
X =H cosD (3.14.b)
Z =Fsinl (3.14.a)
Y =HsinD (3.14.d)
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Figure 3.4: Contour Plot of the total geomagnétig flensity in Gaussor an IGRF2005 model of degree
and order 13, 700km altitude R 6378.135km) and 01.04.2006; note the south tidlanomaly
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Figure 3.5: Contour Plot of the downward flux dépan Gauss for an IGRF2005 model of degree and
order 13, 700km altitude (R= 6378.135km)and 01.04.2006
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Figure 3.6: Contour Plot of the eastward flux dgnisi Gauss for an IGRF2005 model of degree and
order 13, 700km altitude == 6378.135km) and 01.04.2006
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Figure 3.7: Contour Plot of the northward flux digyin Gauss for an IGRF2005 model of degree and
order 13, 700km altitude (R= 6378.135km) and 01.04.2006
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Figures 3.4 through 3.7 show the total intensity e components of the geomagnetic main
field at 700km altitude according to IGRF-10. Itiigportant to observe the maximum total
field strength of 0.47 Gauss at the centre dedignde as this will be a driving quantity for
the design of the attitude determination instrursent

A degree and order 1 model (only 3 gaussian caeffis) corresponds to the ideal magnetic
dipole, tilted by approximately 10°. From thesestficoefficients of the complete model
various useful information can be derived. Theltdijgole strength can be expressed as

B, =+/002+g}2+hi2 = 30036.74nT (3.16.a)
M =B, [RE = 7.7910°nTm3 (3.16.b)

Hence, the flux density is app. 0.6 Gauss at sed & the magnetic poles, as compared to
the 0.47 Gauss at 700km altitude.

The coelevation of the dipole is

0
g, = cos‘l(fl—lj = 169.74° (3.17)

0

and the east longitude of the dipole is (quadramected)

1
1

1
g, = tan‘l[iJ =108.22° (3.18)
For epoch 2005.0, the geomagnetic north pole lisngitude 71.78°W and geodetic latitude
79.74°N and the geomagnetic south pole is at lodgit108.22°E and geodetic latitude
79.74°S. This yields an inclination of the magnetiiuator w.r.t. the geographic equator of
10.26° at epoch.

3.4 Summary

In this chapter, the reference orbit for Compadsat been derived by comparison of
previous CubeSat launch campaigns. For this refereorbit the disturbance torque
environment has been estimated to yield the wasé-aisturbance torques the spacecraft
will experience during its mission and which thetade control system must be capable of
compensating. Furthermore, a thourough descrifgtidhe geomagnetic main field has been
presented including the very accurate, empiricélegpal harmonics expansion model of
IGRF.
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Chapter 4

Attitude Control Hardware

The methods employed for spacecraft attitude cbmrire manifold; however, only those
which can achieve the required earth-pointing msklall deserve a closer look here, i.e.
gravity gradient stabilization and active threesaaititude control. In general, any source of
active control torques or predictable conservativegues is a potential candidate for
spacecraft attitude control. The passive methodrabity gradient stabilization, although
conceptually simple, bears a significant drawbamkGQubeSat attitude control: the gravity
gradient generated by a satellite of cubic confijan is not sufficient in magnitude to
stabilize the satellite within a sensible pointiegvelope. Pitch and roll stability require a
sizable difference in principal inertia about theyaw axis and the remaining two principal
inertiae; this is difficult to achieve structuragllgince a deployable appendage is required.
However, for nadir-pointing spacecraft the stabiligz gravity gradient effect may be
condired a passive support to another, active mednattitude control. The identical
CubeSats NCube-1 and NCube-2 [6] use a deployabia hoom for this purpose, and the
0.5m monopole antenna of Compass-1 yields the sdi@et, even though less pronounced.
The gravity gradient causes very little yaw stajila fact which is of minor importance for
a spacecraft with the payload boresight coinciaiith the yaw axis.

In comparison to the passive gravity gradient éffatf active control methods although
conceptually much more versatile and capable amgpboated by the fact that they require
knowledge of the satellite attitude in order tonfica closed-loop control system. The active
actuators of the feedback system are used to imgasatrolled angular acceleration on the
spacecraft in order to position the body into teseikgkd attitude; such satellites are said to be
three-axis attitude controlled. A more general emicis the management of angular
momentum of the plant system to exert control tesoas illustrated in (4.1).

T=h=1 (4.1)
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As the torque is the derivative of the angular motum, the actuator must change the
angular momentum of the spacecraft, which accorthngewtons law must be constant as
long as the spacecraft is not affected by extetmgues. As a result there are only two
groups of methods to alter the attitude of the spaxt

= By exchanging angular momentum with an externactbj
= By exchanging angular momentum with another pathefspacecraft

One active method belonging to the first group ditwle control strategies is by
irreversably exchanging angular momentum with thementum of an offset particle jet
created by either conventional or electrical thetstCubeSats are not allowed to carry any
volatile material such as solid or liquid propeti@nbut cold gas thrusters are an option.
However, owing to the stringent weight restrictiong attempt to implement cold gas
propulsion systems for attitude or orbit controls Haeen undertaken in the context of
picosatellites so far. Electrical thrusters arebpgmatic on CubeSat platforms since existing
designs require exceedingly large amounts of ebatfpower and a high voltage power bus.
Micro-Electro-Mechanical Systems (MEMS) technolqgyvides a promising approach to
overcoming these technological obstacles; a Damisbarch team at DTU has developed a
subminiature low-voltage MEMS electron emitter iicosatellites [30].

Almost every modern three-axis controlled satetiteries a set of at least three momentum /
reaction wheels for attitude actuation. These Uguadry expensive actuators enable a
spacecraft to slew into any desired attitude antchtaia this orientation to a degree of
accuracy which is virtually only limited by the tanty in the knowledge of the satellite
attitude. Depending on the sizing of the actuatdgh slew rates can be achieved and
sophisticated mission scenarios such as targekitgacare viable without expending
propellant mass. The momentum wheel belongs tosémend group of actuators as the
angular momentum is reversably transferred fromstbececraft to the momentum wheels.
They consist of a motor and a flywheel; when thevileel is accelerated by the motor it
picks up angular momentum, which is transferreanfrihie satellite frame on which the
motor is mounted. Some momentum wheels are opeuatielitectionally at a bias spin rate
of half the maximum allowed rate to avoid non-linees introduced by stiction and dead
band at zero-crossing. The motor has saturatioitsliime. a maximum spin rate of typically
< 10,000rpm and a minimum spin rate of >0rpm, and limits the angular momentum
capacity that can be transferred between the wlarlsthe spacecraft; momentum wheels
are thus often used in conjunction with anotheuaibn system for the purpose of ‘wheel
desaturation’ or ‘momentum unloading’.

Assuming a worst-case disturbance level of 8®5Nm found in the previous chapter and
postulating that the wheel may only be desaturatesk per orbit at 800km altitude yields
the following conservative momentum capacity siziiog disturbance rejection control
authority.

Roume = Tag TP = 595010 NmB05Gs = 36107

mw, max

kg;mz 4.2)
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Among the smallest commerically available momenturheels are Dynacon’s
MicroWheel200 [31] and Teldix’ RSI 01 with a capgcof 50mNms and 40mNms and a
mass of 770g and 600g, respectively. Both momentiieels are designed for small LEO
satellites with a mass of several tens of kilogramMst only do these devices exceed the
mass restriction of any sensible CubeSat platfoutnatso the power and size limitations,
and are thus no feasible option for CubeSat adtitahtrol. Miniature momentum wheels for
picosatellites are currently under development bgoklaboration between the Technical
University Berlin, Germany and the private comp&syrofein GmbH, as well as the Danish
Aalborg University which will implement the new aators in their next generation CubeSat
AAUSat-II [32].

The diagram in figure 4.1 illustrates the attitudentrol hardware layout; this chapter
presents details concerning each of the hardwaltdidm blocks. A description of the GPS
receiver has been omitted since it is not an ialquart of the attitude control system.

Attitude Control System

CDHS
F 3
| e i e |
: Patch Interfaces :
: ate v Physical :
| Antenna Power
1 ? Data 1
' ADCS '
|| GPS . :
I » Mainboard |
: Magnetorquers :
1 I £
1 | Sensors I
1 1
1 1

Figure 4.1: Overall Layout of the Compass-1 ADC&lhare

4.1 Magnetic Actuators

The most common actuators used in conjunction mibmentum wheels for the purpose of
momentum unloading are magnetic torquers. Environiah¢orques due to magnetic dipoles
have already been presented in chapter 3; thestsexiie simple algebraic equation which
describes the way in which a control torque is gateel by the presence of a magnetic
dipolem subject to an ambient magnetic flux den&ty

T=mxB (4.3)
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As an example, the functional principle of a conspdlse most significant navigational aid
before the installation of the Global Positioningstm (GPS), can be better understood in
the light of equation (4.3). A common compass [damar device with a gimballed needle
made from a magnetized material with a strong @imdlaracteristic. This magnetic dipole
can be understood as a vector quantity which edfito the needle. The interaction between
this magnetic moment and the Earth’s magnetic figlll produce a mechanical torque
which rotates the needle until its magnetic moniesdomes aligned with the geomagnetic
field direction (towards the magnetic north poldjene the cross product and the torque will
reach the value zero. The damping introduced byrittéon of the bearing, a viscous bath of
water or both will then eventually lead to the reebleing steadily aligned with the
geomagnetic field vector, i.e. point towards magneorth.

This highly predictable torque generation capabilitas inspired engineers of early
spacecraft to implement passive attitude control ditsapping a sufficiently strong
magnetized ferromagnetic rod as well as a dampiaeghanism to the spacecraft structure,
such that the dipole vector of the satellite wilvays follow the geomagnetic field lines.
However, this passive magnetic control mechanissult® in a vehicle motion which is
incompatible with the nadir-pointing requirement@mpass-1 since the geomagnetic field
vector rotates twice w.r.t. to the inertial franrenace w.r.t. to the orbital frame.

MNorth .

Méagnetic ~ Geographic

Pole 1 North Pole
i i

/ ough' "

Geographic Magnetic
South Pole Pole

Figure 4.2: Passive magnetic control aligns a spafteaxis of choice with the
local geomagnetic field vector; this prohibits maglointing attitude control.

A solution would be to suspend the magnet in aadcdframe, but this is unnessecarily
difficult to accomplish. Luckily, there exists aheginative to the permanent ferromagnet, the
electromagnet. An electromagnet consists of maagd®f conductors which are optionally
wound around a core of high magnetic permeabiMith the ferromagnetic core the
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electromagnet forms an active magnetic spaceccafator known as a torque rod; without
it, the term air coil is common.

Active magnetic control inherents a range of adwges over other attitude control

approaches. Electromagnetic coil hardware is inesipe, simple, robust, reliable and

sizable. In particular the last item is importantthe context of picosatellites for which

suitable actuators are not readily available. Toetrol method is perfectly vibrationless

which may be an essential asset for potential sieepayloads. Also, magnetic control

offers a relatively simple and reliable method ifatial momentum dumping, known as the
Bdot-detumbler which is treated in chapter 5. Thajam disadvantages that have to be
attributed to active magnetic control include itdherently moderate accuracy due to a
phenomenon referred to as fundamental underaatithefr discussed in chapter 5. A direct
implication of this fundamental underactuationhattmagnetic control is only an option for
small satellites (up to app. 60kg) with high orbitaclinations. Furthermore, it is only

feasible for LEO spacecraft due to the cubicallglideng magnitude of the geomagnetic
field with increasing altitude.

4.1.1 Origin of magnetic torques

The following presents the origin of the electrometic torque produced by a rectangular air
coil as implemented on Compass-1, subsequentlgccaiagnetorquer.

Particles with a chargg in an electric fielcE travelling through a magnetic field with flux
density vectoB experience a Lorentz force which is given as

F =qE+ vx B) (4.4)

Within the magnetorquers, charges in the form obatinuous current of electrons follow
the direction of the electric field and stream alaefined tracks, the windings of the coil.
The Lorentz force can thus be considered a foraehnis imposed on the conducting wire
material. Consider a small differential lengthof a wire. The differential chargdQ in the
volume of the wire with the lengtii can be found using the charge density in the gjre

dQ=qpydV=qppAdl
/

| ——dl |

Figure 4.3: A current-carrying wire segment
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The magnetic force on the differential volumetriamedQ moving with the drift velocity
Vq in a magnetic fieldB is:
dF=dQ, x B
= (p, [V, [A) [dIxB
= (P, [ VIA) @I xB
=1l xB

(4.5)

Hence, by integration, the force acting on a fist@ight conductor segment is given as

F=LI[IxB (4.6)

A rectangular loop may be divided into 4 straighgreents of lengtha andb. Figure 4.4
shows the forces which act on the loop segmerdagg@neral planar orientation.

Figure 4.4: Lorentz forces on a tilted conductiogd subject to a magnetic fieRR] note thajy = m.

Only one of the two force pairs contribute to tbegtie about the y-axis, while the other is in
balance as a direct consequence of the orthogpnalif4.6). The scalar torque about the
center of mass of the loop is

T=2[F %E'l;inw 4.7)
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For the given situation, (4.6) may be simplified to
F=I1lalB (4.8)
Inserting (4.8) into (4.7) yields

T =I1lalblBlsing =1 [AIBI[sing (4.9
Defining the magnetic moment for a single loop as
m=1[A (4.10)
and recognizing the basic property of the crossyt
laxbf|a[l| bl sin (a,

the mechanical torque may be generalized by thelsimigebraic statement in (4.3). The
definition in (4.10) may be equivalently generatifer a coil with a number of turns N1,
such that

m=NI[ITA (4.11)

It follows that the mechanical torque produced bgeh of three mutually perpendicular
magnetorquers is

Nl |:Il DA‘J.
T=mxB=|N,0,[A [xB (4.12)
N, 05 LA
It is reasonable to design the three magnetordaédrave identical physical parameters, such

that N =N, =N; =N and A = A, = A; = A, leaving only the coil currents as independent
variables. In that case (4.12) may be rewritten as

T=mxB=N[AJI, |[xB (4.13)

By applying different current values, distinct matjo moment values can be produced.
Thus, measuring the geomagnetic flux density withoa-board sensor, and adjusting the
coil currents, mechanical torques can be regulateti the attitude of the satellite can be
effectively controlled.
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4.1.2 Magnetorquer Design

The parameters N and A in (4.13) are the only m@&ggeer design parameters important for
the treatment of attitude dynamics. However, alghothe face area A is determined by
structural consideration, the choice of the nundfeturns N presents many consequential
issues, which ought to be addressed by a caresufjd@rocess. The following will present

the design concepts with general implications uding Compass-1 magnetorquers as

examples. For more detailed information regardhmg gpecifics of the Compass-1 actuator
design and magnetorquers refer to [34].

The objective is to design three identical air eodgnetorquers which are individually able
to produce an average torque of 1uNm at full cdrreaing subject to design constraints
given in table 4.1. The torque requirement is aetifrom the need to maintain high control
authority over worst-case disturbance torque levels

Table 4.1: Magnetorquer Design Constraints

Parameter Symbol Value Unit
Maximum width Bhax 74 mm
Maximum height Rax 83 mm

Allowed mass per magnetorquer c.Mix 20 g
Maximum power at full load Fax 250 mW
Coil Voltage at full load U 4.5 \%

Minimum temperature i -60 213.16| °C K
Nominal temperature nbrm 20 293.16| °C K
Maximum temperature mlax 100 373.16] °C K

With the given torque requirement it is possibledéfine the required magnetic moment at
full load. A 600km orbit is assumed with the spaaéicbeing located at the magnetic
equator and the magnetorquer normal being perpaiadito the field vector to yield an
average estimate of 4.26°Am? for the required magnetic moment.

TIR®
M

T
m=— = 4.14
= (4.14)

A total of four basic equations, i.e (4.15), (4,1(A.18) and (4.11), govern the physical and
electrical properties of the magnetorquers, moeeifipally the mass, power, resistance and
the producible magnetic moment. The mass of ai€giiven by the product of the total lead
length, the wire cross-sectional area and the maatinsity.

M. =NIC &, p (4.15)

with a, being the wire cross-sectional arpdyeing the lead material density and the average
perimeter C defined as

C=2(b+h-2h,) (4.16)
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The dissipated electrical power is given by the icHaw

U 2
P.=U.l. == =1 R (4.17)
Re
where the colil resistance B a function of temperature.
NI[Clo(T)
Re=——7— (4.18)
a,

In general this dependency is described by a lireggeroximation governed by two
parameters, i.e. the material resistivity coeffitie, and the temperature coefficient of
resistivitya.

oT)=o0,Q+ald) (4.19)

Using the simple relationship of coil current andgmetic moment m ="NA and inserting
(4.15) into (4.17) the power dissipation of a singbil can be reformulated as a function of
the coil mass.

2 2
p - Ao [éEj (4.20)
M. LA

Egn. (4.20) clearly indicates that power dissipatis inversely proportional to the
magnetorquer mass but directly proportional tosttpgare of the ratio between the perimeter
and the face area of the wire loops. An implicatidrihis is that a circular coil yields the
lowest power consumption for a given mass or, edeitly, the lowest mass for a given
maximum available power. However, in spite of thghs loss in efficiency, for Compass-1
it has been decided to use rectangular air coiiagto a simpler structural integration into
the cubical frame and a larger achievable face. &earranging (4.20) for the magnetic

moment yields
M. [P,
m:é —_c-c (4.21)
C plo

Eqgn. (4.21) states that the producible magnetic emtroan be maximized by minimizing the
product of the material density and the material resistivitg. Both parameters are a
function of the selected material. Although exati@terials which minimize this product
may exist, realistic lead material candidates aper and aluminium only. Table 4.2 lists
the relevant properties for these two materials.
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Table 4.2: Lead material comparison Copper - Aliorn

Parameter Symbol | Value (Cu) | Value (Al) Unit
Material density p 8.93E-03 2.7E-03 g/mmj
Material resistivity 0o 1.55E-05 2.5E-05 Qmm
Temperature coeff. of resistivity o 3.90E-03 3.90E-03 1/K

Given the data in table 4.2 it can be concludetiwlgdght considerations make aluminium a
more favorable choice as coil wire material witllensity-resistivity-product of 6.7
Qg/m2 compared with copper which has a parametedustoof 0.1€g/m2. Since it is
important to fit a large number of turns into a malume, a low wire diameter is
necessary. Formally, this can be shown by reamgn@i.15).

MC

Cha,lp
It is a simple fact that aluminium wire is not commtially available in as thin gauges as is
copper wire. This lack of available thin aluminuniravas well as the lower cost makes
copper the material of choice as magnetorquerreaterial.

According to (4.18) there is a lower limit to thér@vdiameter, owing to the fact that ohmic
resistance increases with decreasing lead crofissedhe maximum allowable ohmic
resistance coincides with the maximum resistivwithiich occurs at the maximum operational
temperature Jx of the coils.

_ Uémax — N m: |]Tmax
P aw,min

R ax (4.23)

Substituting the number of turns by (4.22) andragaging for & minyields the minimum wire
cross-sectional area.

1 MC EIPC |]:Tmax (424)
UC,max /0

aW,min =

The design of magnetorquer hardware is complichiethe fact that, according to the IEC
60317 standard, only discrete values for the wiaedters exist. Also, the wire needs to be
electrically polyurethane insulated, i.e. enamelledavoid short circuits which adds mass
and volume to the magnetorquer but on the othed ladlows for an effective heat bonding
to provide the desired structural integrity andfratiss without the need for additional
expoxy resin. The results of an iterative desigrcess based on the above design equations
is shown in table 4.3.
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Table 4.3: Magnetorquer Design Results

Parameter Symbol Value Unit
Wire diameter (bare) W 0.15 mm
Wire diameter (incl. insulation) d 0.16..0.17 mm
Coil width b 74 mm
Coil height h 83 mm
Mean coil width (b — 5 b, 69 mm
Mean coil height (h —d ™ 78 mm
Mean face area (b hy) A 5382 mm?
Mean circumference (2¢p-hy)) C 294 mm
True mean face area il 5205 mmg2
True mean circumference e 283.7 mm
Cross-sectional height ch 5 mm
Cross-sectional width b 2.1 mm
Cross-sectional area (hhk) Ac 10.5 mm?2
Number of turns N 400 -
Total wire length (N - (e I 113.48 m
Coil mass (w/o insulation) N’ 18.56 g
Coil mass (incl. insulation) M 19.20 g
Coil resistance @ -60°C Ro 89.02 Q
Coil resistance @ 0°C B 116.21 Q
Coil resistance @ 50°C B 138.87 Q
Coil resistance @ 100°C o 161.53 Q
Max. Current @ -60°C mhx.-60 50.55 mA
Max. Current @ 0°C nlax.0 38.72 mA
Max. Current @ 50°C mhx.50 32.4 mA
Max. Current @ 100°C mhx.100 27.86 mA
Producible magn. mom. @ -60°C miR.-60 105.25 mAmz2
Producible magn. mom. @ 0°C .o 80.62 mAmz2
Producible magn. mom. @ 50°C miR 50 67.46 mAmz2
Producible magn. mom. @ 100°C 100 58.00 mAmz2
Max. power dissipation @ -60°C mhx.-60 227.48 mwW
Max. power dissipation @ 0°C mBx.o 174.24 mwW
Max. power dissipation @ 50°C mk.50 145.8 mw
Max. power dissipation @ 100°C mi.100 125.37 mwW

4.1.3 Magnetorquer Validation

Validating the magnetorquer design by means oktpstes significant difficulties. Two
standard approaches often appearing in CubeSdaedetiocumentation [32] are to (i)
directly measure the produced mechanical torque @r) map the magnetic field generated
by the magnetorquers. Magnetorquers create tongattdelow the sensitivity threshold of
common torque transducers making accurate measaotenre a laboratory environment
impossible. Mapping the magnetic field will notebtly yield torque levels but the magnetic
moment; inaccuracies are introducted by the faattthe magnetorquer field is superimposed
with an ambient magnetic field and it may be difficto conduct mapping of reasonable
resultion on such a small DUT. Hence a test mettazdbeen conceived by the author which
works around the need to measure mechanical torguemagnetic fields by rather
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determining the generated magnetic dipole momemutfh the concept of an oscillating
torsion pendulum.

Suspended Magnetorquer  Light Triggered
under Test Timer /

N\ ¥
N\

7777777

T— Helmbholtz Coil Pair J

Figure 4.5: Conceptual Test setup for measuringptbduced magnetic moment of a magnetorquer

Figure 4.5 shows the conceptual test setup for nnegsthe produced magnetic moment of
a magnetorquer. The DUT is suspended along onkeofwo axes of symmetry which are
reasonably assumed to be the principal axes ofianby its own lead wire in a strong

uniform magnetic field of known magnitude generabgda pair of Helmholtz coils. The

resulting system can be characterized as a onenadiomal torsion pendulum without

damping as in (4.25).

J dif =-k, [¢ —m[B3ing (4.25)

where k is the torsional suspension stiffness. Assuminglisrotational displacements,
(4.25) may be linearized as

d2¢+[k¢ +mEB]Dp=o (4.26)

dt2 J
The differential equation (4.26) has the solution
P(t) = ¢, [toslT) (4.27)

with the oscillation period being

27T J
T=—"=2170——
w \/ k¢ +m[B (4.28)
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The magnetorquer test is designed to be conductddo sequential stages. First, with
known magnetorquer inertia J, the suspension sffris is determined by measuring the
oscillation period while m = 0.

J
ky =42 (4.29)

In the second stage, oncg ik determined, various coil currents may be indoked the
resulting oscillation period measured; with knowrsgension stiffness,k magnetorquer
inertia J and ambient magnetic flux density B, tteresponding magnetic moment is
indirectly found by
2
S .30
4m?[J[B B

The accuracy of this measurement method is lintiethe accuracies of three parameters,
i.e. the principal coil inertia J, the period ofcibgtion T and the ambient magnetic flux
density B. A test campaign has produced magnetiments to within 5% relative deviation
from the theoretical prediction, which can be shaarbe in the order of the combined
measurement accuracy of fairly generic laborat@uigment, i.e. multimeters, a helmholtz
coil pair, a Hall effect magnetometer and a lightrker triggered timer.

4.1.4 Configuration

The electromagnetic coils are integrated into ttnecture of Compass-1 to form a set of
three mutually perpendicular magnetorquers (figi®. The magnetorquers are clamped
and glued onto the face plates iby,—+b, and -bs. Polyimide (Kapton™) tape is applied

between the torquers and the anodized aluminumipsmerovide additional insulation and

protection against abrasion due to launch vibration

Figure 4.6: Magnetorquer configuration within then@pass-1 structure
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4.1.5 TheMagnetorquer as Resistance-Inductance Series

Electrically, the magnetorquers represent an ingeidoad, which may be comfortably
characterized as a linear first-order RL circuithvthe transfer function

. 1
He(ja) = ——

1+ jwk (4.31)
R

where the time constawy, i.e. the time required to establish a voltagegnirequal to 2/3 of
the step input voltage/current function, is

L
T =——"
rc(T) R.M) (4.32)

and R is the temperature-dependent magnetorquer cistaese.

416 Coil Sdf Inductance

The DC self inductance has been neither a designoptimization variable during the
magnetorquer design but has significant implicatifor the design of the electronics driving
the magnetorquers as can be seen from (4.31)der ¢o obtain accurate results for the self
inductance of the magnetorquers, various expersnantolving a precision inductance-
meter have been conducted. The results for pratotyagnetorquers with parameters listed
in table 4.3 are presented in table 4.4

Table 4.4: Results of Inductance Experiments (&HkOnput frequency)

Parameter Symbol | Value | Unit
Mean Inductance @ 10kHz L 27.6 mH
Inductance Tolerance +5 %
Min. Inductance kain 26.2 mH
Max. Inductance khax 29.0 mH

Predicting the self-inductance theoretically is stohight-forward. It has been found that
even formulae considering the rectangular coil getoyn[33] yield inductance values far
above the measured values; the common assumptidheototal self-inductance being
proportional to the square of the number of caihsuis only valid for long coils, which the
magnetorquers are not.
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Highest-valued time constants arise from max. coil inductance coupled with low
temperature. Table 4.5 summarizes the time-corsstaged on information in tables 4.3 and
4.4,

Table 4.5: Magnetorquer Time constants
Parameter Symbol | Value | Unit
Max. time constant (@ -60°C Tmax 320.37 | ps

Min. time constant (@ 100°C Tmin 160.71| us
Mean time constant T 240.54 | ps

4.1.7 Coil Driver Circuit

Electrically, a magnetorquer represents a loadzatbte inductance similar to a DC motor
load. Although the selected microcontroller (uCapable of sourcing up to 25mA per 1/O
drive, switching inductive loads directly be the [gthot recommended due to the high in-
rush currents and voltage peaks typical for cydledlictive loads. Hence, driving the
magnetorquers requires some interface electroréésred to as a ‘coil driver’. Each of the
three coil driver channels must be capable of dgithe connected magnetorquer with a uC
controllable, near continous and bi-directionalrent level in the milli-Amps regime. In
addition, all three driver channels must be capableperating entirely independent of each
other.

Extensive work, both in simulation/design and t@sprototype hardware, has been done on
a dicrete power stage driven by a pC controlles@width modulated (PWM) wavefofm
with base frequencies up to 80kHz. The CubeSaegi®|DTUSat [41] and AAUSat [32]
utilized a discrete transistor stage in H-bridgafiguration in order to effectively decouple
the logic system from a power system. Either bifion transistors (BJT) or Field-Effect
transistors (FET) may be used to construct suclsaede power device. The advantages of
this type of electronics are an inherently bi-dil@tal nature and the certainty of zero load
currents while the power stage is quiescent.

The load, i.e. the magnetorquer, can either bychwd on or off, with the direction of the
current flow being determined by which diagonalr gdithe H-bridge is cycled. When the
magnetorquer is switched on, the maximum currenwd] when it is off, no current flows.
Intermediate current levels can then be theordfieahieved by appling a PWM waveform
with variable duty cycle and high base frequenaying to the load being inductive.

® Most modern microcontroller feature a hardwarelenentation of the PWM waveform scheme. A
PWM signal is rectangular waveform defined by a@quband a duty cycle; the duty cycle simply
defines the fraction of the period being at logighhlevel. This peripheral on-chip system allows fo
the generation of PWM waveforms with a flexiblequency selection easily reaching up to 100kHz.
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In the following, significant disadvantages of tfiscrete power stage as driving element of
the magnetorquer current will be briefly discuss&tl.major drawbacks of this approach
arise from this discrete nature of the circuitrigufe 4.7 illustrates the two main problems
based on realistic SPICEimulations.

= Although the inductive load enables the generatfomear-continuous current levels,
the steady-state current remains a superpositiodirett current and alternating

current, i.e.i, =iy +i e (figure 4.7.a), with the AC portion being partall

attenuated at higher PWM base frequencies. Thiksldmideemed a rather aesthetic
concern, but a high current load with significardnsients will certainly inject
undesirable noise into the power bus of the spaftecAlso, while the current
residuals may appear insignificant at high DC aurrievels, they become a
disturbing issue at low power levels near zeroylaith the magnetorquers operate
for large portions of their useful life.

= With the low output impedance of a discrete H-beiddistorting feedback-coupling
from the magnetorquer onto the power stage ocdinis. becomes apparent at low
and high duty-cycles in terms of non-linearities time duty cycle — current
relationship (figure 4.7.b). This effectively reésche operational range to mid-duty
cycles, which results in clipping and truncation tbé obtainable magnetorquer
currents, if the operational range is limited te tmear region. Magnetic attitude
control requires the capability of generating catsen the very low power region
for most of the operational time. In particularppling to a lower limit severly
degrades the performance of the controller andewan render it useless.

30 ; : : : ; | | . : 40

-8 80kHz 1)

35 -©- 50kHz
30 /Z/B/
251

Current [mA]
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Figure 4.7: Simulated magnetorquer current (a)(@hdhe duty cycle — current relationship for the
discrete power stage driver. Note the superimp@dgadurrent in (a) and the non-linearity in (b).

" SPICE is a general purpose analog circuit simulathich incorporates component-specific non-
linear parameter models.

68



The reason why it is important to assume lineadtser the entire operational is an
implication of the fact that the current is notyalfunction of the duty cycle, but also of the
magnetorquer temperature and, thus, resistanagdbr to maintain a desired current level
in the presence of temperature changes it is n@gegsimplement a digital uC PI feedback
controller, using magnetorquer current measurenanisedback variable. It is assumed that
predictable and steady current levels can only dtabéished in the linear region of figure
10.b, and this calls for current clipping with tleéfect on the overall attitude control
performance stated above.

The above problems with a discrete coil driver apph have inspired a re-evaluation of the
coil driver task. The author has found an elegastiyple solution to the problem by

constructing a common continuous programmable Yioftage-controlled) current source

with rail-to-rail operational amplifiers (OpAmp) akown in figure 4.8.

Ua  R{] []R:
Magnetorquer

/] 1-0 .
1 < .

1

Ldds

1+£s
R

Figure 4.8: continuous programmable current souteeupper OpAmp sources the current, while the
lower provides feedback.

The current source works by generating a currenoutih R, which is identical to the load
current since OpAmp inputs are high impedance @svidhe upper OpAmp sources a
current proportional to the differential input tage, i.e. Y, which is then amplified by a
general-purpose npn BJT. This circuit containinty ame OpAmp is sufficient to provide a
programmable open-loop current source; but condiaerlower OpAmp, which provides
feedback, such that the following simple steadtestelationship holds

U in
Lo = (4.33)

The idea is to keep the resistance R constant; smahges due to temperature remain but
can be reduced by using a number of high stalséiystors in parallel. Then the load current
is a linear function of the input voltage only asdndependent of the temperature-varying
load itself. This continuous hardware-feedback iglmmore efficient and reliable than the
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digital Pl controller required for the discrete powstage approach. Furthermore, new
magnetorquer designs can be incorporated withoytclianges to the electronic circuit
driving the coil.

Bi-directionality of the load current is achievey bsing a pC controlled single-pole dual-
throw (SPDT) switch with very low contact resistar{0.%2) between the current source and
the magnetorquer. Serial, unipolar digital-to-agadmnverters (DAC) are used to produce
input voltages with a dynamic range of 0 to 2.5\ anresolution of 16bits. With a setup
resistance value of R = 1Q0 this yields a theoretical maximum achievable euoirrof
25mA.

Figure 4.9 shows the results of a realistic SPIDRIgtion for R = 10@ and U, = 1V. The
values of the magnetorquer resistance has beestMagiween 90 (at minimum operational
temperature) and 16D (at maximum operational temperature) to refle@ tmperature
variability of the magnetorquer resistance. Thailtesshow that a predictable steady-state
current level of 10mA is established after app. .2G6isanges of the coil resistance obviously
slightly change the transient behavior, i.e. tieeticonstant., but the loop remains stable
with the settled current response unaffected byctienge in resistance. The same results
have been found by sweeping the coil inductance ftg;, ~ 26mH to L.~ 30mH. Note
that the behavior of the coil driver including theagnetorquer is theoretically entirely
symmetric in positive and negative current direwdioHence, all presented results for
positive current flow are equivalently valid forgative current flow. Table 4.6 shows the
overall magnetorquer performance including the doiler electronics.

15,00m Rc = 9IR

R_c=110R
1250m R_c=130R
R_c = 160R
10,00m

7,500m

5,000m

2,500m

0,000m T T T T T
0,000m 0,500m 1,000m 1,500m 2,000m 2,500m 3,000m
Time (=)

Figure 4.9: Current source performance for a patangsveep in magnetorquer resistance between
Rc.-60~ 90Q and R j00~ 162 with fixed input voltage of 1V; in all cases aaslg-state current of
10mA is generated.
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Table 4.6: Combined Magnetorquer/Coil Driver Perfance

Parameter Symbol | Value | Unit
Setup Resistor R 100 | Q
DAC Dynamic Range K 2.25 | V
Max. Current thax 25 mA
Max. magn. moment Mx 52.05 | mAmM?2
DAC Resolution Apac 16 bit
Current Resolution A 0.381 | pA
Magn. moment resolution Am 0.794 | pAmz

4.2 Attitude Sensors

Measuring the attitude of a body in space can lseraplished by a variety of means. For
non-spinning spacecraft attitude sensors can bergiy classified as (i) reference sensors,
which relate the attitude of a spacecraft w.r.kknown objects, or entities, e.g. the sun, high
visual magnitude stars, the geomagnetic field, etc(ii) rate sensors, which measure the
inertial body angular velocities, e.g. by usingicglt mechanical or piezo-electrical effects.
As shown in chapter 2, rate measurement requitegrition in time to derive the attitude
information and measurement noise and inaccuracées introduce sizable drift to the
attitude determination. Hence, a common scheme isouple the short term accuracy
benefits of rate sensors with the long term stighif reference sensors to create an attitude
determination system of high overall performancer EubeSats, only piezo-electric rate
sensors appear to be viable in terms of size, madspower consumption [13], but these
devices suffer from low sensitivity.

For this reason and in order to avoid the compjeaitd computational burden inherent to
the above scheme it has been decided to impleneéetence sensors only. The attitude
sensors of Compass-1 are a three axis magnetoamaefive analog slit sun sensors. The
following section describes the selection and desif the magnetometer hardware and
presents the configuration of the sun sensors.

4.2.1 Magnetometer Technologies

Virtually every spacecraft carries a device witlikrown response to the presence of an
ambient magnetic flux, i.e. a magnetometer, fag ohtwo primary purposes: either as an
attitude sensor or as a scientific instrument (spam precision magnetometer instruments
play an increasing role in the generation of thgomgeomagnetic field models like the
IGRF). A substantial number of magnetic field tethphysical effects is known and shaped
into devices which may be most generally classifisdrector or scalar magnetometers, i.e.
capable of measuring field directions as well agmitades or of measuring scalar field
intensities only; in the context of spaceborne igpfibns, all scalar magnetometers are
scientific instruments based on quantum-physicécef. Scalar devices include Proton
Precession Magnetometers, which are based on tlyeregular precession frequency of
proton spin about a disturbed field axis, Optic&lymped Caesium Vapour Magnetometers
and Overhauser Magnetometers, which employ theoprptecession effect in a way that
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yields extremely high linearity and temperaturdtitt. The following presents an overview
of currently employed vector magnetometer techriekg

SQUIDs

Superconducting Quantum Interference Devices (SQ@VIRonsist of a ring of
superconducting material within which, owing to guan physical reasons, the magnetic
flux is constrained to be an integer multiple af thagnetic flux quantumig = 2,0678-10°
Whb). An ambient magnetic flux causes a quantizati@ntaining compensation current in
the ring; detecting this circulating current enalilee use of a SQUID as a magnetometer. In
a DC SQUID the superconducting ring is divided f tthin Josephson junctions; a DC
current sent through the SQUID creates a measuvahige drop across the SQUID which
is a function of the DC current and the compensatiorrent. The relationship between the
voltage drop and the magnetic flux is periodicxaatly one flux quantum; this implies that
SQUIDs require sophisticated signal processing wheasuring the magnetic fields over a
wide range as it is demanded from attitude magneters. \WWhen the measurement range is
limited to within one elementary flux quantum, S@4dIconstitute instruments of extreme
sensitivity and find a variety of applications iredical engineering [63]. However, due to
the problems of measurement range and the needitaaim the device in a superconducting
state SQUIDs are not viable for use on CubeSdfophas.

Fluxgates

The fluxgate magnetometer is the most used spdtattitude sensor; a single axis of this
instrument consists of a ferromagnetic core whkcited by strong a sinusoidal current
waveform applied to an excitation coil. The norebn flux curve of the ferromagnetic core
distorts the flux waveform and a fourier transfotima reveals three dominant frequencies in
the induced flux which is picked up by a secondaigk-up coil. The amplitude of the
second harmonic is proportional to the ambient D&ldfand is thus the measurement
variable of the fluxgate magnetometer [40].

Small fluxgate magnetometers are commerically albésl e.g. the 3-axis device FLC3-70
from Stefan Mayer Instruments with dimensions @ZBwB and integrated signal
conditioning. Further advances in miniaturizatioe aurrently under development by the
Institute for Microtechnology at the Technical Ueisity Braunschweig, Germany, by
employing MEMS technology to produce miniature fates (LMAG) with a mass of only
100mg per axis (without signal conditioning).

Hall Effect Probes

According to (4) charged particles are subjecbtads due to electric and magnetic fields. In
a current-carrying conducting plate of thicknessutiject to a magnetic flux densiB/the
magnetic contribution to the Lorentz-Force will léet electrons until an equilibrium state is
established, i.e.

q(E+vxB)=0 (4.34)
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This equilibrium state constitutes a seperatioctarges which is measurable as a voltage
Uy across the hall plate, i.e.

U, = A, d? (4.35)

where is A is called the Hall coefficient. Hall sensors cam imade from copper but
semiconductor materials such as gallium arsenidiedium arsenide produce the most stable
Hall coefficients. All magnetometers based on tlad Effect have in common that they are
not sufficiently sensitive for applications invahg the measurement of geomagnetic field
intensities at LEO altitudes as required for adiitwetermination purposes.

The Anisotropic Magnetor esistive Effect

Soft ferromagnetic metal films anisotropically cartheir ohmic resistance in the presence
of magnetic fields. This anisotropic magnetoregst{AMR) effect was first observed in
1856 by english physicist William Thompson, laterdl Kelvin, but the discovery had to
wait over 100 years before thin film technology kaslved to a state where integrated AMR
sensors where technically feasible. The key beméfinAMR sensors from a commercial
point of view is that they can be bulk manufactumed silicon wafers and mounted in
commercial integrated circuit packages to prodwmesars of exceptionally low cost and
small outline.

Commercially available sensors are made of patteqaycrystalline NiFe (permalloy) thin
film strips deposited on a silicon wafer; the pntigs of the AMR thin film cause it to
change resistance by 2-3% in the presence of aetiadgield. When four AMR elements are
used in a Wheatstone bridge configuration highlydptable voltage outputs are produced
when subjected to magnetic fields. Among a few théhe manufacturers Phillips and
Honeywell offer highly integrated AMR bridges foidwrange magnetometry applications.

Other Magnetoresistive Effects

The range of magnetoresistive effects is not lithite AMR; other MR effects are the Giant
Magnetoresistance (GMR), the Tunnel MagnetoresistaTMR) and the Colossal
Magnetoresistance (CMR). The Ordinary Magnetorast# (OMR) is the smallest of all
MR effects. The youngest MR effect, GMR, was disged in 1988 and employs thin Fe/Cr
layer systems to yield resistance changes of &0%. TMR is similar to GMR and achieves
up to 40% resistance changes in changing layeferaddmagnetic metals and insulators.
CMR is the strongest MR effect and appears in maaigs with Perowskit structure. All
MR effects can be explained by quantum-physicahpheena; dominant technical relevance
must be attributed to the GMR effect (and the eglaso called ‘spin valve’) which is
employed in modern hard disc drive heads and plgssikfuture magnetic RAM memory
modules, known as MRAM. However, the usefulnes&iR as an attitude sensor is highly
guestionable since only magnetic fields in the igylane can be measured, precluding the
application as a vector magnetometer.
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For the attitude control system presented in thesis, a magnetometer based on the AMR
effect has been selected. AMR sensors may notebetist sensitive devices but all attitude
determination based on a magnetometer backbondnhasmmon that its accuracy is
inherently limited by the unmodeled temporal vaoias of the geomagnetic field discussed
in chapter 3, and resolution in the order of naslageis certainly sufficient. In that context
and in view of the currently availably hardware;ustom-designed AMR sensor offers the
benefits of having full control over the overall rf@gmance, power requirements and
physical integration into the control system. Aetmoment, the small outlines make
integrated AMR sensors the attitude sensor of ehfiic CubeSat applications. However,
with the good progress underway in miniaturizatitdrmore sensitive devices, particularly
fluxgates, may be found on future picosatellitefplans.

4.2.2 Magnetometer Design

The tri-axial magnetometer implemented on Compassek the single-axis and dual-axis
Honeywell HMC1021/1022 devices as the active sgnsiements. The wheatstone bridge is
operated at 2.5V; accordingly adjusted key spegtificis are listed in table 4.7.

Table 4.7: HMC1021/1022 Specifications [35]

min typ max Unit
Bridge Voltage 25 \%
AMR Element Resistance 800 1100 1300 Q
Bridge Current 1.92 2.27 3.13 mA
Operating Temperature -55 150 T
Field Range -6 +6 G°
Linearity Error
(3 £1gauss sweeps) 0.05 %FS
Hysteresis Error 0.08 %FS
Repeatability Error 0.08 %FS
Sensitivity 2.0 25 3.13 mV/G
Bridge Offset -5 +1.25 5.625 mV
Bandwidth 5 MHz
Degrading Field 20 G
S/R Strap Resistance 5.5 7.7 9.0 Q
S/R Current 0.5 0.5 4.0 A
Offset Strap Resistance 38 50 60 Q
Offset Field 4.0 4.6 6.0 mA/G

81 Gauss (G) = 16T =10 nT
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In a wheatstone bridge configuration, changes enlthdge element resistance values are
translated into a differential voltage across thidde terminals.

_ R, _ R
AU_UB[EF“R2 R3+Rj (4.36)

It is possible to use a straight-forward amplifs@proach to amplify the terminal voltage
prior to A/D conversion. However, it is known titae AMR effect is highly non-linear in
the angle between the strip current and the dowalf permalloy magnetization. The linear
assumption is best valid in the vicinity of 45° dmehce the permalloy strips are patterned in
a 45° barber pole pattern to yield the optimumdiitg characteristics stated in table 7.
Further reduction of linearity errors is possibteldnas been implemented on Compass-1 but
requires more complex signal path electronicspsgn of this analog signal path is largely
based on an existing four-axis AMR magnetometeigdeder the DTUSat mission [36].

The performance increasing strategy involves amgmatted sensor feature called offset
straps. These straps are small coils which ardlytigioupled into the AMR elements. By
applying an offset current to the straps, it isgilule to superimpose a bias fielg,Bof
highly linear current-field relationship onto thenlaient field By. This allows for exactly
compensating the ambient field such that the bradput is constantly zero, i.e. maintains a
constant operating point around which linearity sigably improved. As a result, the
measurement variable is no longer the bridge outpliage but the bias current required to
balance the ambient field exposure. To accomphsh strategy, an analog Pl regulator is
implemented to form a closed-loop system as shovfigiire 4.10.

— analog 4

— — digital (o Aap— )
Honeywell "?‘)\
neenr | <, > Pretme |

A A A J
= | PI I
A
MCU ]<_| ADC ] Regulator

Current
Sense

Figure 4.10: Magnetometer design overview
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During nominal operation, the magnetic domainshef polycrystalline AMR elements are
uniformly oriented along the easy axis, i.e. thésaf intended magnetization. Ambient
fields change the orientation of the soft magndtimains, giving rise to the linearity issue,
and strong disturbing fields will actually breakwdo the magnetization alignment in the
permalloy film. The direction and magnitude of thiggnetization is essential to repeatable,
low noise, and low hysteresis output signals. Fgufl (top) illustrates the AMR film when
exposed to a strong disturbing magnetic field vilte permalloy strip broken up into
randomly oriented magnetic domains.

To recover the original magnetic state and restp#mal sensor performance, a strong
magnetic field must be applied along the lengthth@ permalloy film. Within tens of
nanoseconds the random domains will re-align whih éasy axis as shown in figure 4.11
(bottom). In addition to the offset straps, Honel\wdéamily of AMR sensors has a patented
on-chip set/reset (S/R) strap wrapped around tligédrrelements. Switching a high current
pulse in excess of 400mA through the strap will reotarily create a high intensity
magnetic field of 60-100 G and restore the magagtim vector and with it, the predictable
magnetoresistive effect; once the original maga&bn vector is restored it will maintain
this state for years as long as there is no stneagnetic disturbance field present. The same
effect will also take place for a pulse in the ogidirection, the reset pulse. Being able to
change the direction of the easy axis by 180° iegplan interesting feature which
distinguishes AMR bridges from all other measureméndges used in electrical
engineering: a state switch results in a theorgti@ntirely symmetric reversal of bridge
sensitivity.

Permalloy (MiFe) Resistor

Random
C.omain
Crrientations

After a Set
or Reset Pulse

Figure 4.11: Magnetic domain orientations before after a Set/Reset pulse

Equation (4.36) implies that the bridge outputesozin the absence of a magnetic stimulus

only if
R_R

RTR (4.37)

Manufacturing tolerances lead to a small mismatciné resistive values which results in an
error known as bridge offset. Being able to revettse bridge sensitivities allows to
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effectively cancel the offset which is unaffected & state switch by using the method of
digital subtraction.

u set = S |:Bapplied +U offset (4383)
u reset = _S |:Bapplied +U offset (438 b)
U set +U reset =2 mJ offset (4380)
or
+
U et = U set 2U reset (439)

In the context of the PI closed-loop regulatortatesswitch requires a reversal of the bias
current direction. Since the operational ampliised the implement the PI regulation is
only capable of sourcing current in one directiandC controlled single-pole dual-throw
multiplexer (mux) switch identical to the one usedhe coil driver circuit is implemented
between the bias current source and the offsgd.stra

4.2.3 Magnetometer Model

The following section presents a theoretical marfehe magnetometer analog signal path
using linear approximation [36]. The constantsafe operational amplifier gains anda®e
sensor sensitivitiest or T indicates sign dependencies on the sensor state thd upper
sign belonging to the reset state. Equations (d)48rough (4.40.e) define the PI regulator's
point of operation:

Btot = Bbias - Bext (4403)
U sensor = iSsensor EBtot +U offsetsensor (440 b)
U preamp = Apreamp HU sensor +U offset, preamp) (4400)
U Pl error = U offset Pl - U preamp (44Od)
Bbias = iSDias O bias (4406)
It follows that
U Pl error = $Apreamp IZBsensor [ﬂ_ Bext * SDias 0 bias) +U offsetloop (441)
and
B U ffset|
Ibias =z ot + Teeor (442)
Soias Apreamp |:Ssensor IZBDias
with
U offsetloop =U offsetPl Apreamp mJ offsetsensor Apreamp mJ offset preamp (443)
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The path from the regulator loop to the analogitptal converter (ADC) contains a current-
to-voltage gain stage (I-to-V), a buffer amplifaerd the ADC itself.

U I -to-U = _AI —to-U D bias + U offsetl -to-U (444)
U buffer = _Abuffer EQU | -to-U + U offsetbuffer) (445)
U uffer +U offse
CADC — buff ffset ADC (446)
u LSB

A)uffer [ AI —to-U EB + U offset

Cpoc =% ex (4.47)
SDias mJ LSB t U LSB
where Usg is set by the resolution of the ADC.
U
U, o, =2 (4.48)
LSB on _1

The converter implemented on Compass-1 is a foamohl successive approximation
register (SAR) ADC with a bit-width of 16; it hasrgut range of £1.25V with a set point of
1.25V yielding a dynamic range of 2.5V and a LS8otation of 38.15uV.

- _ Abuffer [ A1 -to-U
offset = T & @ o~
Ssensor |:Snias
A)uffer DA‘I —to-U
+ W ssegp (4.49.a)
Apreamp |:Ssensor |:Soias

- Abuffer HU offset| —to-U + U offsetbuffer)

+ U offset ADC

U E(U offset sensor + U offset, preamp)

or
U = al [ (U offsetsensor + U

+ az W offsetPl Abuffer QU offsetl -to-U +U oﬁsetbuffer) (449b)

+ U offset ADC

offset offset preamp)

Equation (4.49.b) identifies a total of 6 electrisansor offsets of which the bridge offset
Uottsetsensor IS the most pronounced. The parameters & and Usg are variable in
temperature making the offset reading accordin¢4t89) a function of temperature. This
implies that the determination of sensor offset tiwasccur at intervals which are negligibly
small compared with the thermal time constant efithiegrated sensor.
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Table 4.8: typical magnetometer model parameters

Parameter Symbol | Value Unit
Pre-amplifier gain Areamp 45,18 mv/mV
I-to-U converter gain Ao 120 mV/mA
Output buffer gain Asier 1.5 mV/mV
Bridge sensitivity Shnsor 0.4 G/mV
Bias field sensitivity Sas 0.217 G/mA
Major offset factor o4 -331.2 mv/mV
Minor offset factor oy 7.33 mvVv/mV

The overall sensor gain factor

A=+ Abuffer [ A1 —to-U
Soias mJ LSB

remains a function of temperature; however, assgntirat the parameters have similar
temperature drifts on all three axes, e.g. by usgain-defining resistors of similar
temperature coefficients, it can be argued thatntlagnetic field vector reading is merely
subject to a drift in magnitude but it is the knedde of the direction of the magnetic field
which is of primary importance as will be showntlie context of attitude determination in
chapter 6. Table 4.9 lists the overall magnetompé&formance parameters based on test
results.

Table 4.9: Integrated 3-axis magnetometer perfoomaverwiew.

Effective Measurement Range> +1 | G

Relative effective range 68 %
Effective Sensitivity| 828 mV/G
Resolution| =5 nT

Offset Error| <25 nT

Linearity Error| <30 nT
Noise| 15 NTims

Peak Noisg 45 nT

Mean total errorff 60 nT

Worst-case error 100 nT
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4.3 Sun Sensors

The second attitude sensor implemented on Comp@sslset of 5 analog two-axis sun
sensors. At a spacecraft-sun distance of 1AU, tigellar diameter of the sun is app. 0.53°
and hence, for moderate accuracy requirementsbeaionsidered a point source of highly
collimated light. The miniature active sensor dsefabricated in MOEMS technology using
manufacturing technigues common to the semiconduatioistry and has been developed by
a Danish postgraduate student group for the DTdBatecraft [37]. For the Compass-1
satellite the chip design is augmented by statilv@fart mixed-signal microelectronics with
the objective to provide front-end processing cdjgbin order to synthesize and
communicate a single sun vector in body coordindtem readings of one or more
individual sensors.

Figure 4.12: Photograph of the MOEMS analog twesait sun sensor (centre) mounted on a printed
circuit board (taken from [37] with permission)

The sensors are glue-mounted on the centers ofube faces except the payload (nadir)
face. The objective of the following section isfted the minimum required field of view
(FOV) for complete coverage of the spacecraft tielesphere, for now considering an
imaginary sixth sensor present on the south poleiléAin the two-dimensional case this
angle is simply 45°, the situation changes in thd@eensions. Figure 4.13 shows the
geometrical situation when only 3 neighbouring sessire considered. Due to symmetry
this is sufficient to fully describe the problemtatnd, which is to determine the maximum
angle that a point on the sphere can be from tiheskght of the closest sun sensor. This is
represented by the intersection of 3 equal spHecmaic sections in point P, such that the
problem really reduces to finding the angleypf vy, = y; =y in figure 4.13. Note that the
FOVs of the sensors are assumed to be conical vithi¢ereally a square field of view.
However, with the cone being completely inscribgdtibe pyramid, the assumption of a
cone, being geometrically more convenient, is aeprative one.
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Figure 4.13: Problem definition for the minimum végd FOV; all instances in this figure are located
on the unit sphere.

Because the triangles APB and APC are isoscEles,I'; =T'; =T = 45°. By recognizing
that the triangle APB is in fact a quadrantal sfga¢triangle, i.e. one having one sidenZ,
the problem can be solved by applying Napier'ssiite quadrantal triangles, which yields

sinl’; =tanl, tan©0° - y,) (4.50)
or
coly =cosl (4.51)
forI' = 45°
y = arccoty/2 =5473 (4.52)

This means that the sun sensors are required Widpra FOV> +55° in order to guarantee a

gapless coverage of at least the northern celdstimisphere for the sensor configuration
present on Compass-1. According to the sensor feamns [38], the sensors provide a

FOV of +70° before reflection and refraction effecender the reading useless, with the
significant implication that the sun can be vieweg up to three individual sensors

simultaneously at any given time.

It has been shown that the current sensor configaraan provide gapless coverage of the
northern body hemisphere. However, on the paylead,fa gap area must be expected. In
this section the exact unobserved area will bera@ted in terms of a percentage gap. This
investigation will assume a conservative FOV of &# all sensors.
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Figure 4.14: Geometry of the sensor gap; all ingarin this figure are located on the unit sphere.

Figure 4.14 shows the geometry of the coverageogape payload side which is a spherical
square delimited by the small circle segments efdtinsor FOVs. The bold dashed red line
shows the corresponding conic section which inserithe gap area. This small circle is
centered on the south-pole and has a radiad df(45°).

In order to determine the amount of area on wh@lerage is missing, it is very convenient
to use the concept @ingular areas This area is independent of the actual radiughef
celestial sphere by expressing the area in a n@edaiashion such that

S= % (4.53)

where S denotes the angular area and A the absahei® Note that following this
terminology, the angular area of a sphere assteradian, irrespective of its radius. By
observation of figure 4.14 and ignoring the serothe north-pole it becomes transparent,
that the angular area of the entire sphere camimpased in the following way

Amr=4S,, - 45, +25, (4.54)

where Sy is the area of the spherical cap or the areaeogthall circle with radius 60° oS
is the overlap area between two adjacent sphecegas and Sis the uncovered area of
interest at the south pole. This yields

S, =2[{7-S.,,+Su.) (4.55)
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The absolute area of a spherical cap is [39]

A = 27T(RIh (4.56)

Finding an alternative expression for h (figure53.1

R-h=RIcosf (4.57.a)
h=RI(l-cospf) (4.57.b)

it is possible to reformulate (4.56) as
A, = 2mR? {1 - cosp) (4.58)
Such that, according to (4.53), the angular arghegpherical cap becomes

Seap = 27{1 - cosp) (4.59)

LS

a

R-h

Figure 4.15: Geometry of a spherical cap

The overlapping area between two small circles vathi p ande and an angular center-to-
center distance is [39]

Sy = 21

COSE — COP cosj

—2CO arccos : :
sinp sina

pcos arceosCOSP COE coej (4.60)

sing sina

COSO — COE CO
-2 arcco% pj

sine sinp

When evaluating (4.59) and (4.60) it transpires thiaan assumed FOV of £60°, the area of
a single spherical cap is exactly It is interesting to note that in this case, sven of the
four overlapping areas exactly equal the sum ofgiteerical squares on the north and south
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pole. It is known from previous discussions thatgaps exist on the northern hemisphere
and the remaining area on the south pole is jusetthat of $,. Hence, = 1.1026sr and
Ssphere= 4 ST = 12.566sr such that it can be concluded thbt 8.8% of the total celestial
sphere are not observable by the sun sensor coafigo. However, during the nominal
nadir pointing attitude mode, the Earth will occupysignificant portion of the spacecraft
southern celestial hemisphere. The geometricatioakhip for a simple scenario without
atmospheric refraction is shown in figure 4.16.

Figure 4.16: apparent radius of the Earth as seen the orbit of Compass-1 (not to scale)

From figure 4.16 the following geometric relationhcan be derived.

x = (Rg + h) [tosa (4.61.a)

(4.61.b)

) R
sing =—= (4.61.c)
R: +h
) R:
a = arcsi 4.62
fo) 4.62)

At an expected max. orbital altitude of 800km, #pparent radius of the Eartd) Evaluates

to a = 62.68°. With (4.59) this is equivalent to 3.4kiis is an angular area three times larger
than the coverage gap of the sun sensor configaratience, is has been shown that the
missing sensor on the south pole theoretically descause any degradation of attitude
determination capability during nominal attitude.
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431 Measurement Geometry

Each sensor measures the sun vector in a diffeigitthanded orthogonal sensor frame.
The vector can be extracted from angular measuramianeach different sensor frame.
Figure 4.17 shows the measurement anglesdp for a generic sunline orientation. Note
that the resulting vector component in boresigrealion (z) is defined as unity.
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Figure 4.17: geometry of sun angteandp

The trigonometric relations can be translated angeneric description of the unit sun vector
in a local sensor coordinate triad.

1 tans
S. = tana (4.63)
J(tan2a + tan23 +1) 1

Since each one of the five sensors has a diffetefmition of the sensor frame, rotational
transformation is necessary to obtain vectors esgaein the body frame.

§D,i = Rbss |:§s:s.,i (464)

Due to the simple orthogonal relationships betwaléimvolved frames, the transformation

matrices become constant permutations. These aedatihowever, do not account for

misalignments that might happen during integrati®ensor surfaces are specifically

designed to fit the plane panel surface and thegiation involves the use of removable
toleranced alignment pins during adhesive bondinthé panel, such that the sensors are
deemed to be correctly aligned. Calibration canubed to compensate any remaining
misalignment.
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4.4 Microcontroller

The digital core of the attitude control system aim derive benefits from using latest Very
Large Scale Integration (VLSI) technology. The higitegration density of modern
microcontrollers and memory devices allows to immat capable embedded systems of
high functionality consisting of only a small numbef components. Modern
microcontrollers are single-chip devices combinangentral processor unit (CPU) with a
wide range of standard interface peripherals irinlydynchronous and asynchronous serial
interfaces, inter-integrated circit (I2C) interfaceADCs and pulse width modulation.
Nowadays, embedded microcontrollers can be foundiiitually any battery-powered
consumer electronics equipment like notebooks, casnenobile phones etc. Functionality is
flexibly added to the hardware by means of embedaéivare which can be conveniently
coded in and compiled from high-level programmiagduages like C/C++. The CPUs of
state-of-the-art microcontrollers are quite potentnputing devices; they even support
embedded real-time operating systems (RTOS) altihthig is not employed on the current
version of the attitude control system. The extigrnimv power dissipation of low voltage
components emerging with the rapidly growing marketbattery-powered systems results
in minimal requirements for space, weight, cooliagd power supply which all are limited
recourses in the context of picosatellites. In tuistext, however, it must be ensured that the
use of VLSI technology does not diminish the relibof the embedded control system. In
general, due to the optimized manufacturing prasedsr high volume production, the
reliability of modern VLSI components already attd a very high standard. Except for the
radiation problems, the environmental conditionsboard of a satellite in LEO (most
notably vaccum, vibration survival and temperatutep be compared to the operating
conditions assumed for industrial versions of stmimponents.

The pC selected for the attitude control systemrnscently introduced 16-bit core controller
with a performance-boosting, integrated co-proaesapart from all required digital and

analog interfaces the device carries 32kB of sRd, 512kB of Flash ROM and 4kB of

EEPROM on-chip. A phase-locked-loop (PLL) allows dperate the CPU at a clock
frequency of 32MHz from an external 16MHz piercegstal. The entire digital portion of the

mixed-signal embedded control system runs off alledgd 3.3V supply, resulting in a low
power consumption of approximately 50mA.

The pC is directly interfaced to an external 16MHash ROM for data storage. The linear
address space occupied by the 2MB of memory aresaed using a parallel, byte-wide,
non-multiplexed bus, eliminating the need for timakiplexing. The Flash volume is
divided into several sections: 600kB for flight aancluding GPS navigation message
recording and GPS almanac / ephemeris bufferingldd@kB for storage of a geomagnetic
field map used for attitude determination.
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4.4.1 ElectronicsDesign

The main printed circuit board (PCB) of the ADCSgimeering model (carrying the
controller, memory, coil driver and magnetometer)designed as a four-layer board of
dimensions 75mm x 80mm, carrying more than 200asermounted components on both
board surfaces. The selection of the componentsaged primarily on availability and
performance. Restrictions for foreign microelectesrsubject to the International Traffic in
Arms Regulation (ITAR) do not apply to the systemsign, since no component with
explicit space heritage has been dseSmall component packages have been used
throughout for an extremely high integration densithe main board has separatable
interfaces for the magnetorquers, a master surosamsl a plug-in Phoenix GPS receiver.
The mechanical GPS interface is provided by a atiffninium frame structure while sturdy
board-to-board connectors provide a redundant nmécdiéelectrical interface to the CDHS
power and data bus.

Figure 4.18: Top view of the ADCS flight spare mboain board without GPS receiver; the two red
plugs provide the interface with the CDHS boarde powerful microcontroller unit is placed in the
center of the ADCS board. Interface provisionstaree connectors to the magnetorquers (left), the
board-to-board connector to the Phoenix GPS recéiight) and one connector to the master sun
sensor (top)

°® Some microelectronics with space heritage, pritpatiscrete devices, are manufactured by US
suppliers only and are subject to the ITAR. It i an unusual procedure for foreign spacecraft
designers to strictly avoid the use of these corapts) for which export restrictions may be issugd b
the President of the United States. For instariie, hay force spacecraft equipment developers to
avoid the use of MOSFETS in their designs.
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Figure 4.19: Bottom view of the ADCS flight sparedel main board with complete component
mount. The circuitry on the left is the analog satbf the three-axis magnetometer; the three itgcu
on the right are the coil current drivers.

442 Réiability

As stated above, appropriate measures must betakeleyin order to ensure survival of the
hardware in the harsh space radiation environnignt. energy radiation is shielded by the
aluminium cube hull with Imm thickness. High eneigy radiation, however, penetrates the
panels and may cause one of two basic radiatioragareffects: (i) cumulative long-term
degradation and (ii) single event effects (SEE)mGlative degradation typically reveals
itself in gradually increased power consumption eettliced performance of analog devices
before complete failure. A rough estimate of thltnization dose (TID) in LEO is app.
lkrad/yr; modern microelectronics can survive wuasicsizable levels of TID (Flash:
~10krad, CMOS=100krad) [43]. SEEs are distinguished as singleteupsets (SEU) and
single event latch-up (SEL); both constitute sesimsues in terms of reliability. SEUs cause
bit corruption in code and data memory which resuitfaulty data and “run-away code”,
while SEL denotes the shorting of polarized regiamsa semiconductor transistor cell,
resulting in excessive current draw until the affecregion eventually burns out [42]. In
both cases, shielding is a highly inefficient siaatto the problem. Components with space
heritage employ the concept of fault avoidancedmlgination with redundancy, and this is,
apart from limited redundancy perhaps, not a féagiption for picosatellite development.
Here it is more sensible to employ fault tolerabgemeans of embedded software routines.
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On Compass-1 the following measures have beeneappli order achieve raised levels of
fault tolerance:

= Central and local current monitoring in order tae@ract SEL: the EPS monitors
the current consumption of each subsystem andd@o®er-cycling on a subsystem
experiencing SEL. In addition, current levels amnitored at several nodes local to
the ADCS in order to enable more accurate, local @f6tection; SEL is known to
be reversible in many cases if prompt power cyctiogurs.

= Watch-dog timers in order to counteract SEU: a twalmg timer is a free-running
timer which must be reset at predetermined pointhinvthe software instruction
sequence. If these resets do not occur, it isVikieht bit-flips due to SEU have
changed the object code and the independent waigHeaices the controller into
reset; this reverses the SEU effect, if the b-ficcurred at a RAM location.

The problems associated with radiation damage,ezairg the reliability of the system, are
impossible to deny in the context of picosatelliteslt entirely from COTS material, but
perhaps the classical notion of reliability must reevaluated. Contrary to conventional
satellites, picosatellites can be built at a veittlel cost becauseinexpensive COTS
components are employed. Hence, it is reasonaldediome that picosatellites have a much
more limited life expectancy, but on the other hahdy are much easier replaced than their
conventional heavy-weight counterparts. And thecass of the Japanese CubeSats, some of
them operational for over 2 years and countingfasojustifies the confidence put into
COTS.

4.5 Impact on the System Design

In particular in the context of magnetic contrdle tattitude control system imposes a few
critical design constraints on the overall saeliystem. The need for gravity gradient
stability has been stated in chapter 2; complianil this requirement is achieved by
careful equipment placement within the cube todyitle desired relationships of the
principal moments of inertia.

The same method is employed in order to match éiméec of gravity with the geometrical
center. As will be shown in chapter 7, any remajniffset will increase the system
disturbance and result in less accurate pointing.

Certainly the most extensive impact of the attitadatrol subsystem on the overall system
is derived from the need for ‘magnetic cleanlinedgcussed in the following, final section
of chapter 4.

45.1 Avoiding and Controlling Dipoles

For a magnetically actuated spacecraft like Comftagisis important that permanent

magnetic field disturbances caused by the spacddundly and stray fields generated by the
electrical currents within the subsystems are nigach Residual dipoles cause two types of
effects: (i) they constitute additional loading tive attitude control system by imposing
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magnetic disturbance torques on the spacecraft,(i§nthey lead to magnetic offsets in
magnetometer measurements and hence degradeitilngeadietermination accuracy. During
the design of the satellite, the following measurase been undertaken in order to avoid
residual dipoles:

= Permanent disturbances have been avoided by dgre@liécting the materials used
in the construction of the spacecraft, in particddg avoiding iron, nickel and
cobalt; only those materials with zero perming grtips and a relative magnetic
permeability = 1, like aluminium Al 6061-T6, copper, PEEK and Elkave been
admitted. RF shields of COTS products, usually nfeal® inexpensive sheet metals
with perming properties, have been replaced witirmagnetic film material and all
fasteners are made from non-magnetic stain-lest §tke only magnetizable parts
with significant iron content found on Compass-& #tre communication antennae.
The necessity for in-orbit deployment demands ilgisticity making simple spring
steel the obvious choice from a mechanical pointviefv. Tests on alternative
materials with better RF properties, i.e. higheppmr content, have been conducted
but poor elasticity rendered them useless.

The EPS/TCS, in particular power storage and Oigion elements thereof, has been
identified as the main contributor to magneticsfialds owing to the fact that this system is
the spacecraft’s central source node of electpealer. Battery cells (either primary or
secondary) are a common commodity on any Cube8toph. With the advent of Lithium-
lon or Lithium-Polymer (LiPo) rechargable battenigish paramagnetic lithium electrodes a
single major source of stray fields remains in tlectromagnetism whenever supply
currents are extracted.

= Reduction and cancellation of the stray field canblest achieved in those cases
where an even number of cells are combined to filvencomplete battery pack.
Since there are 2 LiPo cells in parallel on Comgassancellation of the stray field
is accomplished by combining the cells back-to-bach pair so that the stray field
of one cell effectively opposes that of the otheriy common charge and
discharge.

= The same strategy is applied to the resistive Kaptop heater (Minco HK913-B),
part of the active thermal management carried opttlie EPS/TCS, which
constitutes a simple current-carrying loop. It baen found that the use of 2 heaters
in series with opposing polarity will not only rdisin parasitic dipole reduction but
also in a more adequate heating power dissipatorthie given supply voltage of
12v.

= EPS harnesses will at times carry substantial nteydnarness twisting is known to
counteract the generation of stray fields and &ltevEMC problems. For these
reasons twisted-pair crimp-style cables have besad dor all dedicated power
connections, e.g. the photovoltaic generator harrigisce the power bus supplying
the spacecraft subsystems is printed on a ciroaitd) this option is not available for
the power bus.
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4.6 Summary

This chapter has discussed the need for activeidaticontrol on a nadir-pointing CubeSat
under the supporting stabilizing influence of gtagradient. Magnetic actuators have been
selected for their benefits of hardware simplicapnd scalability. The design of the

magnetorquers and the DC current source electrqoiaib driver) has been presented.

Furthermore, the sensor suit for the ADCS has seéected with consideration of weight

and size limitations; the magnetometer design hesn bhighlighted and geometrical

implications of the sun sensor configuration caigisof five individual sensors have been

derived. The design results for the remaining neglelectronics on the ADCS mainboard
have been concisely presented and important desigistraints for the entire satellite

system, required to enable maximum ADCS performamaee been discussed.
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Chapter 5
Attitude Control

In this chapter magnetic control laws for the tvamttol modes, i.e. detumbling and nadir-
pointing, will be presented. For the detumbling mdte well-known B-dot controller is
derived and a simple filtering method is preseniatlir stabilization is accomplished by a
full state feedback constant gain LQR controllenitich relevant theoretical background is
presented, including the stability analysis of Heigtheory for linear periodic systems.

5.1 Detumbling Controller

The separation from a launch interface like thenddaad P-POD and the impulsive
deployment of the communication antennae will sctbjee CubeSat to fairly significant
torques which may be regarded as very short tegi leivel disturbance torques that occur
only once in the life time of the satellite at thery beginning of the mission. As a result of
these torques CubeSats like Compass-1 will expezi@entumbling motion; in this context
the term tumbling refers to sizable and undesimdtional velocitiesBefore the sensitive
LQR attitude controller can be engaged these unuied body rates must be dissipated.
This is accomplished by a distinct control law whigses 3-axis magnetometer information
only; this control law is commmonly referred to the ‘B-dot controller’. It is a simple,
reliable and well understood method for graduadtgrdasing the rotational kintetic energy,
or the angular momentum of the spacecraft w.retntlagnetic field of the Earth.

The following section derives the detumbling cohlaav starting from the main condition of
monotonically decreasing rotational energy, i.e.

dE

rot — d(l i,T bij
= = 2T O <0 1
dt dt ZWS b (1)
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Decreasing the rotational energy during detumbhmgans that the scalar product of the
angular velocity and the control torque must beatigg

o T <0 (5.2)
The control torque from the magnetic interactiorcadirse is
T=mxB (5.3)
such that condition (5.2) equivalently means
" mxB) <0 (5.4)
With the general rules for cross product manipatati

a' [bxc)=c' Qaxh)
and
axb=—(bxa)

condition (5.4) can be rewritten as

—af"" (Bxm) <0 (5.6.a)
or
m' Q' xB) <0 (5.6.b)

This inequality dictates that the magnetic momesgds to have a component which is anti-
parallel to the direction ab x B. Maximum efficiency can be provided by ensgrthat the
entire vector is anti-parallel. In other words, tinequality can be solved by expanding
(5.6.b) with a scalar gain C

m=C [} xB) (5.7)

for which C < 0. With the main assumption of thahe of the magnetic field vector being
the result of the rotation of the spacecraft onéy,

B=u« xB (5.8)
eqgn. (5.7) finally becomes the B-dot detumblingto@iiaw

m=CI[B (5.9)
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The assumption in (5.8) implies a lower limit t@ thomentum dumping capability of the B-
dot controller. At the beginning of the maneuves tfeomagnetic rate of change is small
compared to the rotation of the spacecraft; thelygtly decreasing rotational energy will
eventually lead to a situation where this is nogkEmtrue and assumption (5.8) will turn
invalid. Theoretically, the detumbling limit is aelied when the spacecraft rotation equals
the geomagnetic field rate; in this situation therfial body rates are0.

5.1.1 StateVariableFilter

The detumbling control law in (5.9) requires théeraf change of the geomagnetic field
vector. The differentiation of a noisy sensor sigrmises numerical problems which is why
it is common practice to utilize a first-order statariable filter to estimate the time
derivative ofB.

Maanetometer state variable B-dot Magn. moment
g filter Control Law Coil currents

Figure 5.1: flow chart of the Bdot detumbling catier

This filter should possess the important propeftjileering only high frequency noise and
not affect low frequency inputs. A block diagrameofilter which behaves in that fashion is

shown in figure 5.2.

Figure 5.2: first order state variable filter blodlagram

B+

From figure 5.2 the following formulation in the jplace domain can be easily derived

B(s) = w, [ﬁé(s) —é é(s)j (5.10)
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This directly yields the transfer function

sw,
s+,

H(s) = %(s) = (5.11)

The main property of this transfer function is that high frequency inputs (s >&.) the
filter behaves like a simple gain of valug. For low frequency inputs (s <s.) like the
measured geomagnetic field waveform the filter dfferentiator in approximation.

The integration indicated in figure 5.2 must bef@ened numerically using the method of
forward Euler integration. It takes the simple form

B(k +1) = B(k) + B(K) . (5.12)

where t is the discrete sampling time. The forward Eulegthrod is very simple to
implement and yields adequate results in the agjmbic of detumbling a spacecraft since
neither torques nor the geomagnetic field changalikaonce the satellite is free floating
and divergence or time step adjustment issues doarnse. In other words, the linear
approximation in between the filter updates holdBdvfor the duration of the detumbling
maneuver.

Algorithmically, figure 5.2 can be translated as

e(k) = B(k) - B(K) (5.13.a)
B(K) = o, [&(K) (5.13.b)
B(k +1) = B(k) + B(K) . (5.13.0)

which is a discrete representation of (5.11) aétinstance k.
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5.2 Attitude Controller

As shown above, active magnetic actuators providelagant means of dumping angular
momentum. Classical satellites use this in theeodraf detumbling a spacecraft, as above,
or in the context of wheel desaturation on threis-eaomentum wheel controlled platforms.
Another common application is the manipulation bk tspin-axis on spin-stabilized
satellites. But three-axis control using active netgrquers only does not appear on
classical platforms.

Martel, Pal and Psiaki [45] first examined the agwh of using magnetic control for

gravity-gradient stabilized spacecraft in 1988; ythelaimed that gravity gradient

stabilization, along with magnetic control coulcoyide three-axis stabilization. In 1989,

Musser and Ward [46] were among the first to attetopuse a fully magnetic attitude

control system for three-axis stability. They deysd linear feedback control laws which
use a linear quadratic regulator to obtain the evabi the magnetic control torque.

Wisniewski [19] developed the idea further in 1996using a combination of linear and
nonlinear system theory to develop control laws tforee-axis stabilization; linear theory
was used to obtain both time-varying and constaim gontrollers for a satellite with a

gravity gradient boom. In addition, he developeatbalinear controller for a satellite without

appendages based on sliding mode control theonghdeed that three-axis control can be
achieved with magnetic torquers only, and implemeérthis idea in the form of a combined
active and passive attitude control system on trenidh Orsted satellite, a 60kg

microsatellite equipped with magnetorquers andrard8ployable gravity gradient boom.

The remainder of this chapter has the objectivéetive a LQR control law which is capable
of stabilizing the spacecraft attitude into the ek nadir alignment. A more in-depth
reference that contains the theory for much ofgieeral material presented here is the text
by Anderson and Moore [48], while the text by Kwalkeak and Sivan [49] is considered to
be the classic text on the subject of LQR control.

As shown in chapter 2, there exists a homogenaoaarl system equation in state space
about a nadir-pointing equilibrium attitude at résthen the system is expanded by control
action and system noise in the form of unmodeledudbance torques is neglected, the
system under control has the following general tirmgying linear form

(1) = F(t)x(t) + G(t) [m(t)

& (5.14)
t) =
0 Lqm}

whereF is the 6x6 system matrix as in (2.7@)js the 6x3 control input matrix, sometimes
referred to as the control effectiveness matriis the control input vectaiz® andx is the
state vectofl0°, containing the vector components of the attitqdaternion and their rates
of change, consistent with (2.70).
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The cross product in (5.3) renders the controbaction-linear. Linearization of the control
input matrix about the equilibrium attitude is acgdished as follows: the general
formulation of the control torque is

T.=*mx°B="mx (R*[B) (5.15)
Substituting (2.56) into (5.15) yields
0 _cms sz OBl +2082&]3c,0 _2083 ;O
CTc = cms 0 _le _2081 §O+OBZ +2083 fo
_sz le 0 20B1 go _ZOBqufo'l'oBs
=‘mx°B -2°mx (dg“°x°B) (5.16)

The second term of equation (5.16) is a term obis@®rder, which must be abandoned for
linearization purposes. With this simplificatioretbontrol torque in the control frame simply
becomes the cross product of the control dipole emdrand the magnetic field vector in the
orbit frame

‘T.=‘mx°B (5.17)
As such, equation (5.17) simply enforces the preshoapplied equilibrium constraint: the
control frame must coincide with the orbit frame.

Hence, the control torque portion of equation (Rekh be written as

°I T, =1 'Im x°B (5.18)
Augmenting (2.68) by (5.18) yields the simple cohinput matrix [44]
I 000 ]
0 0O
G' 009 (5.19)
- 0 °b, -°b, '
2 _0b3 0 Obl
b, -°b, O
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5.2.1 Fundamental Underactuation

Reuvisiting the cross product in the main equat®B)(it transpires that the torque generation
capability of magnetic actuation has one distincwdback: control torques are always
perpendicular to both the magnetic moment and #@maggnetic field, i.e. the angular
momentum in the direction of the field vector cat be controlled. For that reason purely
magnetically actuated spacecraft are said to bdafmentally underactuated. This could be
deemed a prohibitive problem, but due to the stidipgle characteristic of the Earth’s main
field the axis of underactuation rotates as thecespaft travels along its orbit if a high
magnetic inclination is assumed. On such orbits fiblel vector rotates twice w.r.t. the
inertial frame and once within the orbit frame. erthe direction of underactuation is in
constant motion and, over a period of time, allatiohal degrees of freedom may be
manipulated, even though, at one single instandeni®, the system is strictly speaking not
controllable in the direction of the geomagnetatdi

Maorth .
Magnetic Geographic
Pale 1 North Pole

Pitch andRoll Controllable;
Yaw uricontrollable

Pitch and Roll Controllable; -
Yaw uncontrollable =

/ outh ~ &
Geographic Magnetic Te—a
South Pole Pole

Figure 5.3: Fundamental underactuation: not altreleg of freedom may be manipulated at an
instance in time but over a period of time conability is given.

Figure 5.3 shows the simplified implications of tliendamental underactuation of
magnetically actuated spacecraft. If the spacecsafteemed to maintain an ideal nadir-
pointing attitude in addition to the, wector being aligned with,pthen the degrees of
freedom are of course the 3 body rotational vaeslobll, pitch and yaw. In the equatorial
regions of the magnetosphere the geomagneticifietten aligned with the roll axis, leaving
angular momentum in the same uncontrollable. Sitgjléhe yaw axis is uncontrollable for
regions in which the geomagnetic field is parditethe yaw axis, i.e. at the magnetic poles.
In between these regions, the underactuated axeésssintuitive, as intermediate axes are
uncontrollable. The rest of the chapter accountstlie fundamental underactuation, not
eliminating it, in an elegant way in order to asteiehigher power efficiency of the control
law. This method has been first introduced by WWaesiki in [19].
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5.2.2 Control Input Matrix

To accomplish this power optimality, the magneti@nent vector shall be mapped onto the
manifold perpendicular to the geomagnetic fieldteed¢o form a new and unconstrained
control signal.

B (5.20)
8] '

This is motivated by the fact that the componerthefmagnetic dipole momemtparallel to
the geomagnetic flux does not contribute to therobiorque because

T:(mH+mD)xB= m,x B (5.21)

The only difference to the control input matrix (®.19) is that the cross-product in the
control torque is substituted with the double-cypssduct.
T, =("ux’B)x°B (5.22)
Applying the general rule of anti-commutativity afoss products and (AxB)xC = B&) -
A(CB) the double-cross-product formulation of equatidr22) directly translates into a new
power-efficient control input matrixc. Since torques only affect the angular accelanatio

(lower half of the state vector) and the algebdiinensions must be consiste@t,must be
augmented by a zero matrix as already done inX5.19

0 0O
0 0O
) 000
G= L L (5.23)
2 Oblﬂbz _ob??_oblz Obs Bbz
oblﬂb3 Obs Bbz _obzz_oblz

In contrast to the system matri the control input matrixG is time-varying, due to the
variability of the magnetic flux densit3 in the body frame. As long as the satellite
maintains its nominal nadir-pointing attitude, itbe body frame is aligned with the orbit
frame, the time-dependency of the geomagnetic fieldearly periodic. Deviations from
perfect periodicity mainly result from the rotatiaf the Earth underneath the spacecraft
orbit.
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A perfectly periodic model of the magnetic fieldsasing a non-eccentric dipole field, no
rotation and zero orbit eccentricity may be exprdsss [44]

Y cosw,t [$ini
B(t) = |l cos, (5.24)
2sinaytsini,,

where j,is the inclination of the orbit w.r.t. the magnegiguator, M is the Earth’s magnetic
dipole moment and t = 0 occurs at the ascending rodssing of the magnetic equator.
Hence, the control input matr@ may be considered as of a periodic nature.

G(t) =G(t+T) (5.25)

Time-invariance may be forced on the model dedoripby averaging the periodic control
input matrix.
_ 1°
G == | G(t)dt 5.26
= j (t) (5.26)

5.2.3 Linear Quadratic Regulation

A constant gain linear quadratic regulator (LQRprayach is applied to develop a stabilizing
control law for the linear time-invariant systenhelproblem is stated as finding a full-state
feedback (FSF) control law which minimises an iiditinear quadratic cost functional J

J= T u’ (t) IR(t) +x " (t) [Q Ck(t) [t (5.27)

where the weighting matrice® and R are positive semidefinite and positive definite,
respectively, subject to the state dynamics

X(t) = F [X(t) + G (t) and x(0) = X, (5.28)

The LQR problem statement and cost can be integbriet the following manner: Suppose
that the system is initally excited, and that tle¢ nesult of this excitation is reflected in the
initial state vectoy as an undesirable deviation from the equilibriutitumle. Given these
deviations, the objective of the control can esaintbe viewed as selecting a control input
vectoru that regulates the state vector back to its dajwilin as quickly as possible. If the
system was fully controllable and time-invariargnht would be possible to drive the state
X(t) to zero in an arbitrarily short period of tim&his would require very large control
signals in the form of magnetorquer currents whiobm an engineering point of view, are
unacceptable. Hence, it is clear that there must balance between the desire to regulate
state perturbations to the equilibrium and the ritage of the control signal needed to do
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so. Minimizing the quadratic cost functional is omay to quantify this balance. Note that
the quadratic nature of both terms in the cost

u' (t) (R(t) >0
X7 (1) D IX(0) 2 0} for u(t),x(t) #0 (5.29)

ensures that they will be non-negative for all snieThe second term in (5.27) generates a
penalty in the cost when the states that are tkepe small, are different from their desired
equilibrium value of zero. Hence, the selectiofQadefines which errors are bothersome and
to which degree they are so. More general defmstiof the cost functional exist but the
definition in (5.27) is sufficient for the probleat hand.

It can be shown that the solution to the above Iprobstatement is a control law of the
simple form

u=-KI[x (5.30)
or, with R = E without loss of generality

u=-G' [P[X (5.31)

P is the unique, symmetric, positive semidefiniteady-state solution to the algebraic
Riccati equation (ARE)

PF+F'P-PGG'P+Q=0 (5.32)

The linear time-variant system under negative faekllcontrol then has the well-known
form depicted in figure 5.4.

' ] 3 1 x
nadir G() 1 .
; - .5'
Fa—
K [

Figure 5.4: Diagram of the constant gain negati8& EQR control loop for a linear system with
periodic coefficient in G
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For linear constant-coefficient dynamic systemslgR control law has some remarkable
properties. Although this type of control is consplied by the fact that full state knowledge
is required for feedback the constant gain LQR &naple and compact controller which
provides uniquely optimal system response irrespecbf the initial condition xg.
Furthermore, the LQR is also always guarrantedsetasymptotically stable for this class of
systems [47].

Disturbance Torques
NEREE i
Spacecra b pacecraft |
,[ Dynamics Kinematics
Torque T =mxB | Geomagnetic Field B qbo
A
T e 0
I m .
: Mapping m=uxB % :
I A bo h 4 I
: q Quaternion I
: 7 v Estimator :
| LQR Gain i ,
I
I t - State Variable Filter :
| Internal q I

Figure 5.5: Diagram of the constant gain negati8& EQR control loop for the non-linear dynamic
system; the mapping function is applied to resutiigher control efficiency.

5.2.4 Stability Analysis

Although the constant gain LQR always guarrantéesed-loop stability for constant linear

systems, it does not do so for periodic lineareayst Periodic linear systems are rich of
well-studied structure and closed-form theoriestefkr their analysis. One of the significant
theories with direct application for the magnetititade control problem is the theory of

Floquet for linear differential equations with ptic coefficients. The key result of the

theory is that a linear periodic closed-loop sysiemsymitotically stable only if its complex

characteristic multipliers belong to the open wiisk [50].
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Consider a closed-loop system with periodic gaitheffollowing form

X(t) = A (1) Ix(®)

5.33
A)=F -G K = A (+T) 539
A state transition matrid relates the state vectors in time starting fromnéral condition
Xo at time §.

X(t) = &(t,t,) Ix(to)

5.34
X(ty) = X%, ( )
and obeys the identities
7H(t,t,) = D(t,,1) (5.35.a)
d(t,,t,) = P(t,,t,) [P(L,,t,) (5.35.b)
d(t,,t,) = E (5.35.c)

It is useful to define an algebraic differentiabatjon which describes the time propagation
of ®

X(t) = A (t) [ (t,t,) X, (5.36.)
X(t) = d(t,t,) Ik, (5.36.b)
d(t,t,) = A (t) BP(t,t,) (5.36.¢)

Assume
D(t+T,t,) = P(t,t,) [T (5.37)

whereC is a constant matrix. The equality in (5.37) carshown to be valid by considering
its first derivative:

d(t+T,t,) = d(t,t,) [T
Bt +T,tp) = A (t) [W(t,t,) [T (5.38)
Dt+T,t,)=A(t+T)E(E+T,t,)

There exists a constant matRxsuch that
C=e (5.39)
With (5.37) and (5.35.c) it follows that

d(t, +T,t,) =€ =W(t,) (5.40)
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Eqgn. (5.40) shows that the state transition matoxsists of a periodically modulated
exponential function. One of the fundamental raswolt Floquet Theory is that a linear
periodic system is asymptotically stable if, andyahthe monodromy matrivat { W(to) is
Schur, i.e. all eigenvalues ¥f(ty), referred to asharacteristic multiplierof A(t), belong to
the open unit disk, i.e. have magnitudes less timan

de{EA - W(t,)] =0
4]<1 (5.41.a)

Alternatively it can be checked if the matRxis Hurwitz, i.e. all eigenvalues &, referred
to ascharacteristic exponentsf A.(t), have only negative real parts.

de{Eg-R|=0

Re@,) <0 (5.41.b)

525 Controller Synthesis

Calculation of the Averaged Control Input Matrix

Although it is possible to numerically integrate ttontrol input matrix in (5.23) in order to
find the solution to (5.26), an analytical approaelkems more sensible, recalling that a direct
periodic formulation for the geomagnetic field campnts inF, = F, exists. This analytical
approach facilitates a significantly simplified ¢atler synthesis for systems on low
eccentricity orbits and is an original contributiohthis thesis. Analytical integration of the
periodic elements of the control input matrix inX3) yields to following set of solutions:

The off-diagonal integrals over one period are

T Mz T
J'blbzdtz—ﬁ cosj, sinjnJ' cosp, t)dt
0 0

M 2 T T (5.42.&)
= ——-Co0s|, sinj,I— sinf, t
R W, o

=0
T Mz T
[ bybydt= 25 sin, [ cosp, t)sing, t)c
0 0
M? 1 i (5.42.b)
=2—-sin?| G—sin?(,t
R 20,

0

=0
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T Mz T
jbzbsoltz—zF cosj, sinj[ sinp, t)dt
0 0

=2%cosin sinanlu; cosp, 1)

0

2 1 ‘{T (5.42.c)

=0

and the diagonal integrals over one period are

T M2 T T
j—bg—bgdt:—gtﬁ%lnﬂnq sin2Q, t)d# cosﬁ;[}[ %1

° (5.42.d)
oo -
==%% T [f1+sinZ,)
T M2 T T
I—bg - bidt= ry sin Zim[E zf sin 4, t)dfrj coséf, t)%i
° ° 0 (5.42.e)
2
=- SI\RA6 T[sin2j
T M2 T T
j_bg - blzdt= _EEE cos ZJnEJ. d# sin 241[_’. COSsé{, t)ai
’ ° ° (5.42.9)

M?2 1. ..
= _ET [ﬁl_zsn‘] 2|mj

Hence, the control input matrix is always diagosyadl negative definite. For circular orbits,
very good agreement between the analytical integradver one orbit and numerical
integration over several orbits accounting for thtation of the geomagnetic field with a
period of one sideredlday has been observed.

19 A sidereal day is the true rotation period of Baeth (23.9344696h). The obvious discrepancy to
the 24h day (called solar day) is due to the prgiom of the Earth on its orbit around the sun: in
order for the sun to cross equal longitudes, thehEgeeds to rotate slightly more than once, resylt
in the slightly longer solar day.
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Selection of the Weighting Matrix Q

The synthesis of a stable LQR gain also requiresstection of an appropriate weighting
matrix Q. [21] proposes a nested unconstrainednipdition algorithm that locally
minimizes the cost function

f (x) = maxeig(W(t,))| (5.43)

by varying 6 dominant elements of the 6x6 maix

A simpler method is proposed by [17] which defitles weighting matriXQ as a heuristic
function of a scalar tuning variable g according to

E 0 | [05E O5E E O
o=|% ak (5.44.)
0 gak,E 05E 05E 0 0qk,E
The weighting matrix in (5.44.a) is then of thenfor
'k 0 0 kk, 0 0]
0 k? 0 0 kk, O
0 0 k? 0 0 kk
=050 [ ' vz 5.44.b
Q = kk, O 0 k2 0 0 ( )
0 kk, O 0 k2 0
| 0 0 kk, O 0 k2 |

Recalling the LQR cost functional (5.27) it becoragparent that the constant parameter k
penalizes deviations in the quaternion vector cthrestant parametegpenalizes deviations
in the quaternion vector rates and the parametedugt k'k, finally penalizes the scalar
combination of the quaternion and the quaterniotestaln accordance with [17] the

weighting parameters have been heuristically ski t00.001 and k= 0.00001.

With the corresponding steady-state solution tcalgebraic Riccati equatid?, the LQR

gain is then of the form

K 11 K 13 K 14 O K 41,6
K=| 0 K,, 0 0 K, (5.45)
K 31 K 33 K 34 O K 3,6
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5.2.6 Summary of the Design Process

The procedure for synthesising a stabilizing LQRtrgler for magnetically actuates
spacecraft can be summarized as follows:

Calculate the plant system matfix

Calculate the average control input maf@ix

Select tuning variable q

Calculate weighting matri®

Calculate the steady-state solution of the aljetRiccati equatioR
Calculate LQR gaiK

Integrate the state-transition matrix over oagqu to find the monodromy matrix,

N o o bk~ o NP

i.e.
W(t,) = 'T[Cb(t,to) [olt = 'T[(F - G(t) K ) @(t,t,) Ceit

0
with the initial condition®(t,,t,) = E

Verifiy that all characteristic multipliers belg to the open unit disk

Test LQR controller on a non-linear attitude ayics model.

5.3 Summary

In this chapter the control law for magnetic detlinhand attitude stabilization have been
presented. Detumbling is achieved by a Bdot cdetrchugmented by a discrete first-order
state variable filter and nadir-pointing is achigy®y an adaptation of the full state feedback
constant gain linear quadratic regulator for thegnagic attitude control problem. The
control law takes into account the problem of fundatal underactuation and introduces a
mapping function in order to achieve higher effidg. The magnetically actuated system is
of a periodic nature and the results of Floquebthdéave been presented in order to validate
the stability of the synthesised controller undeearity assumptions.
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Chapter 6
Attitude Estimation

Since the LQR attitude controller requires fulltstéeedback, the entire attitude state needs
to be synthesised by an adequate estimation tashniQompass-1 utilizes two different
types of vector reference sensors in order to aéter the spacecraft’s orientation in space.
These sensors are sun sensors and a three-axistoragter. A total of 5 sun sensors
provide a unit sun vector, expressed in the botsreace frame. The vector magnetometer
returns a vector measurement of the Earth’s magrietid in a magnetometer reference
frame which is also aligned with the body frame.

Determining the attitude of a satellite is equinéléo determining the rotation matrix
describing the spacecraft body frame with respeet known reference frame. Although this
matrix contains 9 numbers in the three dimensi@maske, the attitude of the spacecratft is
really defined by a minimum of three independemtpeeters. Since each normalized vector
contains two independent pieces of information #tgtude determination problem is
fundamentally either under- or overdetermined wheflerence sensors are used; a single
vector provides too little information, while a sef two vectors provide too much
information. This makes any attempt to measureattitude of a spacecraft a problem of
estimation.

From the computational point of view attitude estiibn is a very expensive process; In
view of the limited processing recources (16bitacualators and 32kB RAM) this highlights
the need to simplifiy the process and to utilizeefitient estimator kernel. Principally, there
are two types of attitude determination method$: déterministic or static attitude
determination and (ii) dynamic attitude determioatiWhile the deterministic determination
uses information from measurements and computati@nsingle instance of time only, the
dynamic estimation, most notably the so-called Kadrfilter in all its different appearances
[51], uses present as well as past measurememténimize an error covariance which is
obtained by prediction of the dynamic state of daellite. Kalman filters are complex
algorithms which require significant amounts of neeynand computing power. Neither is
present on the flight processor of the presentiéttide control system. Hence, static attitude
estimation based on the least-squares approagipieinented on Compass-1.
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The following chapter presents the QUEST algoritasnthe estimation kernel and the
simplifications made to the generation of the estoninput. Yet, with all the efforts made
to simplify the process, the attitude estimatothef attitude control system remains the most
intensive single algorithmic thread on the entimpass-1 spacecraft.

6.1 Earth-Centred Reference Systems

A set of relevant spacecraft-centred referenceesysthas already been introduced in chapter
2; for the purpose of attitude determination, 2itoital reference systems, centred in the
Earth’s centroid, are useful.

Inertial Frame (ECI)

The ECI Framéd=ec; = {i eci, ieci kec} iS a (quasi-) inertial frame originating in theufth’s
center-of-mass. It is identical in all aspectshe inertial body-centered frame described in
chapter 2, except for its different origin defioiti The axis labels arexc, points towards
the vernal equinoXY?, kec points towards the (geographic) north pole apg completes
the system in a right-hand sense. The ECI franpeadominantly used in its cartesian form:
nearly every orbit propagation routine outputs tilamslational state vector in the cartesian
ECI frame. Not only the spacecraft position is raty given in the ECI frame, but also
other body positions, like that of the sun or theom

Note that the vernal equinox is subject to the ggsion of the equinoxes due to dominant
pertubations by the sun and the moon. The vernsiheg moves at a slow but noticeable
rate of about 50 arcseconds per year. In additio®,spin axis of the Earth is subject to
nutation, which also disturbs the definition of thertial frame. Astronomers keep track of
this motion and release a new definition of thatiakreference system in a regular time
interval. Since the rate of change is small, anatggberiod of 50 years is sufficient. The
most recent update has been releasegpach2000, the next is expected for 2050.

Earth-Fixed Frame (ECEF)

The ECI frame described above is inertial, i.e.Eaeth rotates within the ECI frame with a
period of 1 sidereal day. For attitude determimatiath a magnetometer backbone it is
desirable to resolve the position of a spacecnaft frame that is fixed to the rotation of the
Earth. This frame is called Earth-Centered EarketFi(ECEF) framéccer = {i ecer iecer

keceg sometimes referred to as ECF. Often, the ECERnéras used as a spherical
reference, making it the only frame with predomthaspherical usage. The position of an
object in this frame is parameterized by two anglad a distance from the origin. The
angles are the well-known latitudeand longitudep, and the distance from the origin is
referred to as the rande The k ecer axis points from the Earth’s centroid to the gepbia
north pole. Thei gcer axis runs through the intersection of theme meridianwith the
equatorial plane. The prime meridian is historicalefined as the meridian which runs
through the site of the Bristish Royal Astronomi€ddservatory in Greenwich near London.
It is therefore also known as tlB&reenwich MeridianThe jecer axis is chosen such that a
right-hand orthogonal reference frame is formed.

The ECEF plays an important role whenever it isuregl to relate the position of the
spacecraft (in the inertial frame) to an entity ethis fixed to the rotation of the Earth.
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Examples are spacecraft groundtracks, groundstatioverage conditions (since the
groundstation moves with the Earth) and the evanaif the geomagnetic field vector at a
given position (since the geomagnetic potentidtfis of course fixed to the body of the
Earth).

6.2 QUEST Attitude Deter mination

The basic attitude estimation problem that needsetsolved is to find the rotation matrix
(or any other means of attitude parameterizatiohickv transforms the reference vectors
given in the reference coordinate system, i.e.otiiit frame, into the measurement vectors
measured in the body frame. Mathematically that is

§ =R®®, and B, =RX™[B, (6.1.a,b)

for the sun vector and the magnetic field vectespectively. If these measured vectors, and
their modeled reference counterparts, are the amllable attitude information, then it is
possible to simply construct two right-handed ontbranal frames and calculate the rotation
matrix directly by multiplication of the resultinglirection cosine matrices (DCM),
numerically taking advantage of the fact that ar@MDis algebraically orthogonal. This
simple algebraic method is commonly referred tothasTRIAD method and constitutes the
simplest of all determination techniques. The metiamrks by mathematically discarding
one of the 4 given pieces of information, such thatproblem can consequently be solved
in closed form. An additional noteworthy featuretlos method is the fact that the TRIAD
algorithm inherently assumes one measurement véatbe more accurate than the other
[54].

If the number of observatioHs\ is larger than or equal to 2,

v, =R® I, , k=1,.,N (6.2)
then a method would be interesting that combinkavalilable attitude information into one
single, hopefully more accurate estimate. Such ouwsthdo exist; these deterministic
techniques are called statistical methods, sineg #dl try to minimize the error of an
estimate in a statistical sense. This least-sqouimelem can be formulated as: find a matrix
R which minimizes a loss function J

1 N
J(R™) = > > w, v ~ RV ) 6.3)
k=1

This function is a weighted sum of all “errors’reéspective of their sign, between the
measurement in the body frame and the correspondiegence vector, transformed from
the orbit into the body frame by the sought-aftetation matrix R°. This type of
minimization problem is more formally known as Waltshproblem[53]. Note that if all
measurements were perfettyould be zero.

n this context, an observation is a vector paittaining one measurement and one computed
reference.
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Minimization of J means to solve for the necessanydition. In order to avoid incorporating
the quaternion constraint at this point, it is adegeous to think of the state veckoas the
three euler angleg, 6 andy (roll, pitch and yaw) or x X, and %.

F(x)=J'(R™(x)) =0 (6.4)

This can be done iteratively using the well-knowewtion method from an initial guess
until the iteration residuals drop below a defimddrt threshold.

Xn+1 = Xn _[G_F (Xn)}_ |:F(Xn) (65)
ox

with

[ 0°F 2F 9°F |
. X, OX0X, OX,0X,
0J _| dJ 0J 0J F 2F 2F 2F
F=—= and 6_= 0 4 5 9 (6.6.a,b)
0X OX | 0X,0%  O0X;  0X,0%,
02F 02F 02F

| Ox 0%,  0X,0%, O]

0X; 0X, 0X,

Note that the Jacobian in (6.6.b) is a symmetngarix. In practice, (6.6.a) and (6.6.b) must
be evaluated by using the finite difference schdoreall x. (6.7.a) and (6.7.b) show
examples for partial derivatives % andx,, respectively.

03 _ I+ 5K, %, X5) = I (X4, %5, Xs)

ox, &, (6.7.a)
aJ 0J
— (X%, X, + K, X)) —— (X, X,, X
02J _ axl (X1 2 2 3) OXl( 1172 3) (6.7.b)
0%, X, X,

This iterative method is computationally very dewtiag, since all evaluations ought to be
repeated for each iteration. The computational dehtauld be decreased by evaluating the
Jacobian once and keeping it constant for all ¥alhg iterations, but convergence may be
poor. Overall, this direct method, although extrgmaseful for a variety of nonlinear
problems cannot be deemed an efficient approacthgoproblem of spacecraft attitude
determination.
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Fortunately, there exists an analytical methodthar specific nonlinear problem at hand
which leads to an attitude estimate in the formaofattitude quaternion in a much more
efficient way. This method is called QUESJuéternionestimator) and is largely based on
the g-method, with the very convenient modificatioh avoiding a computationally
expensive direct solution of an eigenvalue probJg®j. Instead, the QUEST algorithm uses
a cleverly constructed approximated solution wHedids to estimation accuracies that are
comparable with the accuracies of the g-method,matich lower numerical expense.

The loss function in (6.3) can be expanded asvallo

1 0, 0,
J= > [Zwk (Vip = R Vio)" (Vi = R’ Vio)

1 T T T pbo. (6.8)
= > [Z Wi (VioVio * VioVio ~ 2V R Vo)
If all v, and v, 0bservations are normalized unit vector, then
VioVko = VigVio =1 (6.9)
Therefore, the loss function can be rewritten as
J =2 W 1= VvR™v,) (6.10)

= Z W — ZWkV:b R™V,,
Now the minimization of J is redefined as a maxatian problem of thgain function
9(R™) = > WV, R™Vy, (6.11)
The gain function can be reformulated as a funabioan attitude quaternion defined as
g=|q"a. (6.12)
The direction cosine matrix R and the correspondimgternion relate in the following way
R= (0 -q"q)E + 290" -2q,0" (6.13)
Accounting for the quaternion constraint
g'g=1 (6.14)

the gain function becomes of the form

9@ =q' K@ (6.15)
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with

_|S-0oE Z

K axa) = 7T g (6.16.a)

N
B=> w, (Vi V) (6.16.b)

k=1
S=B+B' (6.16.c)
Z= [st =By, B3y — By, By, - B21]T (6.16.d)
o =tracd B] (6.16.e)

Adding the quaternion constraint (6.14) to a Lageamultiplier yields a new gain function
9g'@=0q" K@-A@'q (6.17)

Eqgn. (6.17) has a stationary value when
KIg=AI[q (6.18)

This is easily recognized as an eigenvalue probl&he optimal estimate is thus an
eigenvector of the matrix K. Since K can have 4imi$ eigenvalues, it is necessary to
determine which eigenvalue maximizes the gain foncRecalling (6.15)

9@ =q" K@ (6.19.a)
9@ =09 A (6.19.b)
9@ =A[@" [@ (6.19.¢)

g(@) =4 (6.19.d)

It is easily seen now, that the largest eigenvahaaimizes the gain function. Hence, the
optimal quaternion estimate is the eigenvector esponding to the largest of four
eigenvalues of the matrix K.

This results is commonly referred to as the g-metihdowever, the direct solution of the

eigenproblem is numerically intensive. The QUESJodthm finds a numerically friendly
approximation to the largest eigenvalue of K.
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Recall the definitions of the original gain funeti@5.11) and the result of the g-method.

g=> WVeR™V,, (6.20.a)
9 = Ao (6.20.b)

This yields
Aot = D W = J (6.21)

Since the optimization method implies that the Itesy loss function J is of very small
magnitude = 0), eqn. (6.21) simplifies to

Aot = D W, (6.22)

Now the eigenvalue is known but the problem rem#orfind the corresponding eigenvector
which constitutes the approximated optimal estintditthe attitude quaternion. This can be
efficiently achieved by converting the quaterniam the eigenproblem to Rodriguez
parameters, defined as

q )

4= a[ilanz (6.23)

Using this definition, the eigenproblem is rearrechgs
p=[A, +o)E-5["Z (6.24)

Calculating the inverse of the 3x3 matrix in (6.2lcomputationally feasible, for instance
by application of Cramer’s rule. Once the Rodriggezameter is found, it is simple to
convert it back to the quaternion which is the 8olfuto the attitude determination problem.

_ 1 p
q ZWEEJ (6.25)
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6.3 Generation of Reference Vectors

The QUEST quaternion estimator requires input i fiorm of unit vectors in the body
frame, directly obtained by measurement, and reterevectors in the orbit frame. The
following sections will present the individual reface models and how they are related to
each other. Figure 6.1 shows the flow chart ofatitude determination process with a large
portion of this process being occupied by the gmimr of the reference vectors. The
starting point of the generation process is thentegde of the absolute time on which the
spacecraft’'s position and the position of the sapethds. The parametrization of absolute
time takes a number of different forms, which wibht be discussed in this chapter (see
appendix A for details on the Julian Calendar).Hfite knowledge of the satellite position,
the geomagnetic reference vector can then be ¢attand with the knowledge of the sun’s
position, the wunit sun vector and the eclipse dmli is obtained. Coordinate
transformations are required since the models oukgurespective vectors in different base
reference systems.
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Figure 6.1: flow chart of the attitude determinatjwrocess
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6.3.1 Ephemeris Propagator

Although Compass-1 carries a GPS receiver whicbafgble of generating the required
ephemeris data, the GPS system is not includellercontrol loop of the satellite. This is

due to the receiver being declared as a payloaddpronstration purposes only as well as
the sizable power consumption which does not aflawthe simultaneous operation of the
GPS and the attitude control loop. But since ttendiational state is required for the
generation of the attitude reference vectors a nigalealternative must be implemented.

The most obvious choices for orbit propagationrammerical integration of the equations of
motion and the keplerian orbit model. However, whihe numerical integration requires
intensive computation and accurate models of theulpation forces, the closed-form

keplerian model lacks the long-term accuracy reqglin the generation of the attitude input
data. There exist alternative analytical closedrfosolutions to the problem of orbit

ephemeris propagation which do incorporate pertobsitdue to zonal gravity harmonics

and aerodynamic drag; these are the Simplified érerturbation (SGP) models [55].

Starting from known mean orbital elements, SGP agapes them as oscullating elements
obtained from a sum of secular and period pertabatiThe SGP version 4 (SGP4) model
was derived by simplification of more extensive lgtieal theory and utilizes a power

density function for its atmospheric model. Botbgagators are valid for LEO orbits with a
period up to 225 minutes. Since the required comgutecources are lower for the SGP
algorithm while retaining reasonable accuracy, S&inplemented on Compass-1, rather
than SGP4.

As input the SGP algorithm requires the time oéiiest and ephemeris information stored in
a Two Line Element (TLE). All active or passive LESbjects larger than about 10cm,
including CubeSats, are tracked by the North Anaeriderospace Defence Command
(NORAD) since 1958 as a response to the imminergathof a Soviet intercontinental
nuclear missile attack. In 1985 the task of sateliiacking and catalogization has been
handed over to the US Space Command with a moileseivof objectives, i.e. identifying
potential hazard from re-entering objects, in-orbailision prediction etc. The Space
Command uses the Space Surveillance Network (S&Ndltect observations of satellites;
this network is comprised of radar sensors alorfgrigBthern latitude in the United States
for near-Earth tracking below approximately 6,000 kltitude and globally distributed
electro-optical sensors for tracking deep-spaceatdjwith higher altitudes. The processed
tracking data for unclassified spacecraft is regylpublished via the internet in the form of
TLE's (see appendix B for details on TLE’s). Appiroately 50% of the more than 9,000
LEO catalog objects are updated within one dayheligupdate rates are done onama
neededasis, e.g. for re-entering objects.

The accuracy of the TLE elements at epoch is géparathe order of a few kilometers.
With the TLE as input data the SGP algorithms campiae inertial position and velocity of
a satellite at an arbitrary point of time. The @gation error is depending on a number of
factors, e.g. the orbit altitude and the actuabdgmamic drag. As a rule of thumb, SGP4
position errors after one week are on the orddr06fto 150km along-track compared to the
total orbit length of app. 44,500km. The simplerFS&@gorithm accordingly results in larger
errors; a simulated comparison between SGP and $GiRg an actual CubeSat TLE has
shown that the SGP deviates dominantly in the atoaxtk component by app. 50km after a
simulated time of 2 weeks. A weekly update of theboard TLE data is hence advisable.
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6.3.2 Sun Modd

The sun model calculates the sun line in the ialeriference system and determines
whether the sun is obstructed by the Earth at @awsngtime into the mission. Due to the
spacecraft orbiting the Earth and the Earth iteslolving about the sun, the inertial sun
vector changes minutely while the satellite travaleng its orbit. However, for LEO
satellites with negligible orbit radius comparedhe astronomical unit these cyclic changes,
in the order of few arcseconds, are well below deuracy of the sun sensors and the
required accuracy of the reference model; this lesathe useful simplification of the sun
model by assuming the sun line to be independetiteoposition of the spacecraft and hence
always parallel to the vector from the Earth togha.

a  AaEarth- Sun
Seci = Sec (6-26)

The following standard algorithm describes the mgion of the Earth around the inertially
fixed sun in the form of the sun orbiting the Edoiing fixed in inertial space. The right
ascension of the ascending node of this virtualt arbthe sun around the Earth is 0° by
definition; the argument of perige®)( changes negligibly and is assumed constant as
282.94°. The reference epoch of this first-ordedetds the 1 of January 2000, 12:00:00
pm, or 2451545.0 Julian Date (JD).

t1p,2000 = tip — 24515450 (6.27)

The mean anomaly of the sun is

M, =357.5277233+ 0.9856474] ., (6.28)

i.e. the first constant is the mean anomaly ofsiine at epoch and the second constant is the
change of the mean anomaly during a Julian DayBg®6274° - 365.25 = 360°). The mean
longitude of the sun is

A, =w+M, (6.29)

The ecliptic longitude of the sun introduces therection of the sun “travelling” on an
eccentric orbit.

Mecipic =N +1.9146664710sii M)+ 0.020 sin@2 M (6.30)

ecliptic
The linear model of the ecliptic of the sun is

£ =2343929F - 3560355910° [, 5000 (6.31)

which is close to constant. Finally the unit suntgeis given in the inertial frame as

COSAecIiptic
éECI = SirlAecliptic ECOS& (632)
sinA [$ing

ecliptic
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6.3.3 Shadow Modd

While orbiting the Earth, the spacecraft may eetdipse conditions depending on the exact
orbit parameters. While in eclipse, no attitudevinfation can be generated by the QUEST
algorithm due to the lack of sun vector readingsné¢, for reasons of power savings, it is
sensible to deactivate the sun sensor hardwahnasibeen decided that the decision whether
eclipse condition is present or not is to be maderghmically by an adequate shadow
model, rather than by sensor readings. This is Igimpe to the fact that once the sensor
hardware is disabled, the event of re-enteringctimunlight cannot be triggered by
measurement.

A fairly accurate conical shadow model is presented[56] which is capable of
distinguishing between umbra (full shadow) and pelwma (partial shadow) conditions.
However, this method implies the use of trigonomeéhunctions, which are to be avoided
whenever possible owing to the high computationglease associated with the evaluation
of a truncated polynomial expansion.

An alternative simplified method based on a cylicalr shadow region is presented here,
which does not require the evaluation of trigonaineatvaluations [57]. This model does not
distinguish between umbra and penumbra; howevewmbra durations are short (on the
order of 10 seconds in LEO) so that the cylindrayaloximation is sufficiently accurate for

satellites on low altitude orbits.

Figure 6.2 shows the general geometry of the csitatl shadow model. Consider a unit

shadow vectous, which is antiparallel to the inertial unit sun t@g the vectotus, lies on
the center line of the shadow cylinder of infifgagth and radius R

ash = _éECI (6-33)

Figure 6.2: cylindrical shadow model geometry shmawthe terminator equally dividing the
Earth’s surface into a day side and a night sidere
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There are now two conditions for eclipse which mstsimultaneously satisfied. First, it
must be determined if the spacecraft is locatethemight side of the Earth by

A

Uy, Oy >0 (6.34.a)

If this is the case, it must then be determinethdf satellite is located inside the shadow
cylinder.

IROGg, % fee, || < Re (6.34.b)

Selecting R to be the equatorial radius is a conservativeraptan and will generally result
in slightly longer ecplipse durations which is adteggeous in order to avoid sun sensor
measurements occuring while in penumbra.

6.34 Geomagnetic Reference

Evaluating the spherical harmonics IGRF model, artipular the associated Legendre
functions, requires high computational capacityeirms of computing time and RAM usage.
The approach implemented on Compass-1 is to ealgntiiade in computational load
against memory capacity. Since the secular vanatarve small compared to the typical life
time of a CubeSat, i.e. up to one year designgérerally and six months specifically for
Compass-1, the magnetic field can be mapped daffdma static entity with highest possible
model accuracy. The field directions required ftiitiede determination are then stored in
memory in terms of normalized field vectors. Foteliges on circular orbits a single map
radius suffices; for a selected date within thesiois time frame, the magnetic field is
defined by a 3-dimensional array, i.e. latitudeygitude and 3 vector components. Two
parameters define the actual sizef the array: the resolutiog limited by the available
ROM space, and the latitude linfit given for a specific LEO orbit of inclinatianwith |90°

- 'l > ]90° - i]. The number of data points, eyeapaced in both directions, for a single
altitude map can be predicted by:

Lz 6360190~ |90° ~i'|)

(6.35)
52

The implementation on Compass-1 comprises of trmmggnetic main field spherical
harmonics expansion IGRF-10 and its secular varniatb full degree and order (13 and 8,
respectively) evaluated in 0.5° increments in ltidp and latitude at a date of interest
within the mission time frame. This resolution datitude limit yields an array size of 328 x
720 data points for a single vector component. Thi¢ vectors are converted into the
cartesian ECEF frame and formatted to the datadf@ebyte signed integers, resulting in an
array size of 1383.75kB out of a total availabl&8kB. The field map cannot be updated
during the mission.
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This predetermined approach introduces errors & khowledge of the geomagnetic
reference due to the secular variation of the rfiald, the variability of the radius on orbits

with small eccentricities, the discretization ofhdable data points and the formatting of the
unit vectors to the integer data type. It can besoeed that the sensitivity of the field
direction, as opposed to the field strength is Emih small devitations in distance. Also,

the reasonably fine discretization with 0.5° incemts results in a spatial resolution of
~62km (at 700km altitude); errors can be furthedueed by application of linear 2D

interpolation routines and this is currently em@dyin the flight software of Compass-1.
The analysis of the latter error, due to data ggreversion, is as follows:

Assume an exact unit vectarand the formatted unit vectbr The angle between these two
vectors is determined by the scalar product

Q)

cosa = ab (6.36)
alb
with a = 1 andb = & + & such that
b=/(a, + )2+ (a, + &,)2+(a; + &) (6.37.a)
or
b =41+ 24X (6.37.b)
because
a’+a’+a’=1 (6.37.c)
and
X =0 (6.37.d)
Hence the scalar product in (6.36) is
alb =a,(a, +3) +a,(a, + ) +a,(a; + ) =1+ AKX (6.37.¢)
This yields
1+alex
a = arccop————— 6.38
E\/1+ 25@] ( )

The integer formatting results in 4 decimals; withe rounding to the nearest integer this
implies an error obx, = +510°. For the given formatting, this yields errors e torder of
0.005° which is deemed sufficiently small.
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6.3.5 Coordinate Transformations

As seen in figure 6.1, several coordinate transétions are required. The reference systems
required for the attitude determination procesdlageorbit frame, the inertial ECI frame and
the earth-fixed ECEF frame. Coordinate system fomnmstions are parameterized by
direction cosine matrices, owing to the fact tlved ©f the three reference system relations
can be easily constructed from the base vectorthefnew system expressed in the old
system, thus avoiding the need for computationakpensive trigonometric function
evaluations in two of the three required DCMs. Daoethe relevance of the coordinate
transformation for the attitude determination pes;ehe required DCMs are presented in the
following.

The three required transformations are

r, = A> [, (6.39.3)
r,= A" (6.39.b)
Fecer = AT g, (6.39.c)

Recalling the definition of the reference systemd eecognizing that the inertial position
and velocity define the orbital plane, the basdomscof the orbit framé&, in the ECI frame
Feci can be stated as

A

Ozeci = ~Tec (6.40.a)
A (Veei XTer) -
o == = —n
2,ECI |\7EC| ” rECI| ECl (6.40.b)
Oyeci = 0yec) X0z (6.40.c)

These base vectors are used to construct the DE€Mtkat

A =[6,, Ore Onearl’ (6.40.d)

The DCM for transformation from the ECEF frame he torbit frame can be obtained
similarly by identifying the base vectors of thdibframe expressed in the ECEF frame.

A

Ozecer = ~Tecer (6.41.a)

0, ecer = ~Necer (6.41.b)

Oy ecer = 0 ecer X O3 ecer (6.41.c)
AEEF = [61,ECEF 0, ecer 63,ECEF]T (6.41.d)
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In fact, this is equivalent to

AOECEF — AOECI [ AECIECEF (6.42.a)
with
\ECI ECEF _ pECEFECIT (6.42.b)

because of (6.39.a) and (6.39.c).

Jrcr

Igper

Figure 6.3: base vectors of the orbit frame intretato the ECI frame in order to obtain the DCM fo
transformation from ECI to orbit (and vise versa).

The transformation from the inertial to the Eatittefl reference system is accomplished by a
rotation about the ¢, axis by an angleg owing to the fact thak gcer and k gy coincide.

cos@,) sSin@;) O
-sin(@,) cos@,) O (6.43)
0 0 1

AECEF,ECI -

ag is referred to as the Greenwich Sidereal Timetherright ascension of the Greenwich
meridian or hour angle, and describes the offsgteabetween the prime meridian and the
vernal equinox. The Greenwich Mean Sidereal Tim#$3) neglects the cyclic motion of
the equinox direction due to nutation and precessiathe Earth’s axis of rotation and can
be calculated in hours by the 24 hour modulus of

Qs = 6.697374558 0.0657098244908 JD, ., 2000

2 (6.44)
+1.0027379098 1 + 0.0000261%2 0,
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where §cis the Julian Century since the 2000 epoch, i.e.

t
L2000 = ?:g;(gi (6.45)

JDprev,2000 IS the epoch 2000 Julian date of the previous midnwhich is obtained by
subtracting 0.5 from the integer part of the ep200B0 Julian Date and t is the fractional
universal time of day.

More accurate results can be obtained by comptii@gsreenwich Apparent Sidereal Time
(GAST), which includes the correction of the motiainthe equinox due to lunar and solar
pertubations. The longitude of the ascending nddieeomoon is

Q oon =12504° — 0.052954 5 50, (6.46)

Moon

The mean longitude of the sin and the obliquity of the ecliptic are as defined in (6.29)
and (6.31), respectively. Then the nutation in lardg in hours is approximated by

AY =-0.0003191sinQ,,.,, ¥ 0.000022 sirn2 (6.47)

The equation of equinoxes corrects the GMST for ghiét in the position of the vernal
equinox due to nutation to yield the GAST angie

¢s =ag + AW [EosE) (6.48)

However, the difference betweeg andag is far in the subdegree region on the order &f 10
degrees. For this reasam; is implemented in order to find the rotation matin (6.43).
AFCEFEClaffects the knowledge of the Earth-fixed positionextraction of the geomagnetic
reference, which is present in discrete form oni$hvd.5° increments anyway, and the
definition of the orbit reference frame which atfe¢he attitude determination accuracy
overall; here, errors of a few arcseconds are dedaberable.

6.4 Summary

This chapter has presented the implemented pra¢edstude state information, suitable for
application on picosatellite platforms in the coutef limited computational resources. The
static least-squares approach with an approximatdgtion to the eigenvalue problem,
referred to as QUEST has been highlighted, as agethe models to generate the required
reference vector input. The outputs of the estiomagirocess is attitude information in terms
of a quaternion; quaternion rates are obtainedgpfiGation of a numerical differentiator.
This completely defines the state information reeghiby the LQR attitude controller.
Significant computational expense has been avoidedsimplifying reference models
whenever feasible, and in particular by making afsa static geomagnetic field vector map
stored in non-volatile memory.
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Chapter 7

Simulations

A dynamics simulation environment is an importaydl tfor the attitude control engineer
since it is often only through numerical simulatibym which the non-linear and discrete
nature of control systems can be accurately reptede For that reason the spacecraft
dynamics and kinematics and the distinct systemewsaaf the attitude control system of
Compass-1 have been modeled numerically in MATLABI(Sink. The dynamics model
integrates the non-linear dynamic and kinematicaggns of motion using the medium-
order ordinary differential equation solver ODE4khwariable time step. The truth model
of the satellite orbit is provided by a SGP4 ephésnpropagator while the geomagnetic
main field is modeled according to IGRF10 to degaad order 13 and its secular variation
to degree and order 8. The Simulink model doescaonsider hard real-time constraints and
performs all computations in floating point arithmos; however, hardware model blocks
have been programmed in order to realisticallyes@nt the discrete and uncertain nature of
sensor and actuator performance. Additionally,sy&em modes have been modeled to be
discrete in time owing to the discrete-time natfréne digital proccessing system.

The following presents the mode implementations #rel numerical simulation results

thereof. The primary objective is to validate therformance of the two active system
modes, i.e. detumbling and attitude stabilizati@ntwol under “clean” conditions; the

secondary objective is to compare the ideal sys&sponse with the performance under
more realistic, discrete operational conditions.
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7.1 Boundary Conditions

As input to the SPG4 propagator an orbit within tdngeted design orbit of Compass-1 has
been chosen. This orbit is similar to the UWE-1 €5t orbit, with a small eccentricity of
1.8343-18G, an inclination of 98.18° and an altitude of appOkm. The TLE is:

128892U 05043C 05318.17328418 .00000229 00000- 0 58313-40 765
228892 98.1816 139.4794 0018343 119.4987 240.8056 14.59254957 2614

The original UWE-1 orbit elements have been modifia the right ascension of the

ascending node (RAAN). The RAAN angle of 139.47184chosen such that the eclipse time
is minimized for the given inclination and epochisthresults in longer solar pressure
torque durations and a more complete attitude ohétetion coverage. This sun-

synchronous, dawn/dusk orbit is a realistic taggett for Compass-1. The original UWE-1

RAAN angle is 214.6194°.

The simulation origin coincides with the epochtug TLE, which is 53688.1732842 (MJD).

Another important prerequisite for the simulatioh the spacecraft dynamics is the
knowledge of the spacecraft’'s inertia. Since nd knbwledge of the mass properties of
Compass-1 has been established at the time ohgritie following reasoning is used in
order to estimate the moments of inertia: the gdrfermulation of the moment of inertia
with homogeneous mass distribution is given as

I :pE”LrZHixEijjz (7.1)

For the special case of a cube all three prindigatiae are equal (symmetric body) and are
aligned with the body frame.

1
l 123.cube — E mk? (72)

Hence, for CubeSats the ideal moments of inerdal&67-18kgm2. Since a sizable fraction
of the mass is concentrated on the outer cube panisl sensible to assume slightly higher
values for the real moments of inertia. From thespective of configuration including the
antenna system, it is possible to deduce implinatifor their relation to each other. The
antenna system of Compass-1 consists of 2 symmletlijgole antennae i, direction with

a length of 175mm each and one monopole antenia direction with a total length of
500mm, both mounted on theb; face plate. Hence it is reasonable to assumetiteat
inertiae in pitch and roll are both larger than yf@av inertia. Taking into account the CG
offset of the dipole antennae for pitch motion &@ynbe further assumed that the pitch inertia
is larger than the roll inertia@l1,>13; 1,<l1+13). This renders the spacecraft naturally gravity
gradient stable. The absolute moments of inerdaadopted from [17] and are diag(0.00198,
0.0021, 0.00188)kgm?.
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Table 7.1: Common simulation scenario parametatst(and inertia)

Parameter Symbol | Value Unit
Roll inertia l, | 1.98 10° kgm?
Pitch inertia l, | 2.10 10° kgm?
Yaw inertia I; | 1.88 10° kgm?
Semi-major axis a | 7070.8 km
Eccentricity e | 0.0018343 -
Inclination i | 98.182 °
RAAN Q | 139.4794 °
Argument of Perigee w | 119.496 °
True Anomaly (at epoch) v | 240.808 °
Perigee Altitude h, | 682.444 km
Apogee Altitude h, | 708.646 km
Period 5920.8 S
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7.2 Detumbling Controller

7.2.1 Initial Condition

The initial condition, i.e. the initial tumbling tes at the begin of mission, are governed by
the P-POD separation and the deployment of the aorimation antennae. Upon release the
antennae unfold in less than 1 second excludirgjpdison of flexible modes. Due to their
mounting orientation, all release torques act ie bth direction; hence, antenna release
torques are roll torques. The release of the dipatennas is highly symmetrical such that
the torques about their common attachment poinhagtigible. The only remaining torque
iIs generated by the longer monopole antenna. Ty@cheSat designs estimate a max.
expected tumbling rate upon P-POD release of Qdisea on all three body axes [17].
Adding a margin of safety of 50% as well as theaotpf antenna release on the magnitude
of the roll rate yields an estimated 0.25 rad/sdg,i0.15 inb, and 0.15 irbs, resulting in an
overall tumbling motion in excess of 3 revolutigpes minute as initial condition. The initial
conditions for the detumbling scenario are listed table 7.2. The dynamics of the
detumbling mode are evaluated completely in theiaddrame.

Table 7.2: Detumbling initial conditions

Initial tumbling rates by | (0.25-0.150.15)" rad s™
Initial tumbling ‘wﬁ'o‘ 3.131 rev/min
Initial Quaternion go | 0oo1) -

7.2.2 ldeal Implementation

Controller Gain

The scalar gain of the detumbling control law (5d8jermines the rate at which energy is
dissipated. Generally, the higher the gain, theefasill be the dissipation of kinetic energy
and the higher will be the actuator load. Iteratbmulation runs suggest that fairly fast
energy dissipation can be achieved with gains bEtv@900 and 5000. Much larger gains do
not result in an adequately improved behavior bquire the magnetic actuators to operate
at higher power levels. The simulations under idealditions including the gravity gradient
torque as the only external torque source inditad the detumbling maneuver requires
approximately one orbital period to be completethe®disturbances have very little impact
during the detumbling mode and will only be inclddi& the simulation of the realistic
operational conditions.

In order to determine a reasonable detumbling gadesign strategy is employed which
selects the control gain C in such a way that satilration can be excluded by design. The
achievable magnetic moment is finite for a givenl ckesign; as shown in chapter 4
Compass-1 is capable of producing a maximum magnetiment of app. 0.052Am? at full
actuator load, i.e. 25mA magnetorquer current, §imgle direction. Because coil saturation,
l.e. exceeding actuator limits, alters not only tmeagnitude but more importantly the
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direction of the control action, it must be ensuitest actuator saturation does not occur. It is
sensible to assume that the maximum rate of chafilpe magnetic field occurs at the initial
point of the detumbling maneuver at whiat) + 0.328%. At a conservative minimum orbit
altitude of 600km the large® vector occurs at the magnetic poles with a maggitaf
4.6510°T. According to (5.7) and using scalar terms, taighbling gain C may be chosen
according to the following conservative conditiohigh is stated as a direct consequence of
the control law in (5.9).

mmax

ojs =
wo EBmax

(7.3)

With the above assumptions the magnitude of thenadeling gain should be limited to
3409.4 Am2s/T. In order to alleviate the consemaatess of the assumptions leading to this
value the gain is rounded up to an even C = -4008sAl" for the presented implementation.

The selected gain is identical with the implemeaatain the related work by Renk [21],
which has been found by iteratively comparing tite it which kinetic energy

Ew =50l 00 7.4

is dissipated and the accumulated current consompti

: > |
[ et = [ (7:3)

for a given detumbling gain. Using this simulatiotensive empirical approach to
minimizing the cost of the detumbling maneuver, Ratentified an optimum detumbling
gain identical to the fast result of the above glesnethod.

State Variable Filter Cut-off Frequency

As a rule of thumb the cut-off frequency of thestiorder state variable filter in (5.11) for
estimation of the geomagnetic rate of change shoelldhosen 5 — 10 times larger than the
highest expected initial tumbling rate of the spaa#. With an assumed initial tumbling rate
of 0.328¢, the filter cut-off has been selecteddo= 2s*. Comparison between the results of
simulated direct numerical differentiation and tiscrete filter output has been used to
validate the selection of the filter cut-off freaquoy. These simulations have shown that the
cut-off frequency is selected large enough to alfow the low frequency input of the
geomagnetic field to be correctly differentiated.
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7.2.3 Results

The above continuous implementation has been noallritested using the Simulink
simulation tool over a simulated time of 0.8 orbithe key results are shown in figure 7.1.

012 . ! 6
_ 04 ! - : s L
E | | &%
= 008} g : ; : : {4 BE
% : : o5
S 008 : ! : : s g2
o 5 2 S E
=g : ] ES
B 004 : . 1252
& : ] 8 3
002 Rl i AT s TS S ST TR T ............... ............... 3 — 1 <1:
0 I i i i i i a
0 0.1 0.2 0.3 0.4 0.5 0.6 07 0.8
£ ' =
£ ; — My
2 | i
O :
= ]
am .
5]
=3 :
(=] ]
o 4
= :
c
5, :
[} :
= | | | |
05 0.6 Q7 0.8
1—TIg
A= Ty
= | — Tz
£ :
=
v
=
o
S
i
i i i
0.6 07 0.8
— rollrate
— pitch rate
—_— yaw rate
= .
B g T N L e  S——
3 :
o :
‘a :
[ :
= :
= :
= g
S
B :
i i i i i i i i
0 01 02 0.3 0.4 0.5 0.6 07 0.8

Time [orhits]

Figure 7.1: Results of the continuous detumblinglenwith gravity gradient; the plots show
(from top to bottom) the kinetic energy and curresisumption, the magnetic dipole moment in the
body frame, the torque in the body frame and teetial body rates.
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The simulation shows that the worst-case initiaflypoates can be dissipated to < 0.005
rad/sec after little more than half an orbit perfe@500s). This is deemed well sufficient for
the LQR controller to take over; it is assumed tih@t LQR controller can handle inertial
body rates up to 0.01lrad/s. Since no body ratenattin is available in the detumbling
mode, the abort condition must be an elapsing tifiesm the results of the continuous
detumbling mode, it can be concluded that the modst be maintained for at least 3500s
after initialization in order to unload the worstse angular momentum at the start of the
mission.

It has been observed that large magnetic momeatpraduced during the first time steps.
The reason has been identified as the finite sgttlime of the state variable filter after

integrator initialization with an initial conditioof 0. In the continuous case, the filter settles
within 10 seconds; after this the magnetorqueresusrdo not exceed a value of app. 12mA,
indicating that the chosen detumbling gain remainsnservative one.

There exists some sensitivity of the body rateohystv.r.t. to the orbit orientation in the

RAAN angle, owing to the different geomagneticdigleometry in the body frame for the
given initial conditions but the outcome of theuwtabling mode after one orbital period is
always identical. The overall behavior of the Bdontroller shows high robustness w.r.t. to
parameter uncertainties.

7.24 Realistic Implementation

After having established the performance of thetinapnus detumbling controller, attention
will now turn towards the performance of the colrowith unaltered initial and boundary
conditions but under more realistic operationauiag#tions. The following simulation run

assumes a full disturbance environment comprisegrafity gradient, aerodynamic drag,
solar pressure and residual magnetic dipole;ahigcipated that the impact of the additional
disturbances will be benign during detumbling. Hoere the discretization of the control
loop and a more accurate magnetometer model sutgetieasurement noise and limited
accuracy could alter the system performance sizably

Environment

The environmental disturbances are modeled acaptdithe models presented in chapter 3
and using truth models stated at the beginningisfahapter. Eclipse times during which the
solar pressure is set equal to 0 is determinedyukia cylindrical shadow model of chapter
6. Table 7.3 shows the disturbance torque parasreadid for all following simulations.

The configuration of the spacecraft body is assuntedbe ideally cubic with identical
properties on each side. For the computation of tdirfque due to solar pressure and
aerodynamic drag, a constant center of pressurg E€Rssumed to coincide with the
geometrical center GC of the cube. The placemerthefCG = (5 0 Oynm assumes a
reasonable equipment placement within the satéfliterder to reduce the impact of the
diturbance environment. As will be seen later, thagnetic LQR controller is sensitive
towards external torques; worst-case aerodynamit sahar pressure torques occur at a
maximum displacement of the CG allowed by the Cabs&&ndard of 20mm, which renders
the desired attitude pointing accuracy of 10° ingdae to achieve.
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Table 7.3: Environmental Disturbance Parameteessiimulation assumes an ideal cubic spacecraft
body with identical faces and a CG at (0.005 D)

Parameter Symbol Value Unit
Solar Pressure
Solar Constant So 1371 W/m2
Speed of Light c 310° m/s
Reflectance r 0.6 -
Aerodynamic Drag
Coefficient of Drag Co 2.2 -
Mean Density at 700km  Pmeanzoo  3.91107° kg/m3
Residual Dipole
Parasitic Magnetic Dipole m, (410° 610° -410°)" Am?

The direction of the parasitic net magnetic dipo®ment originating from residual
magnetization and stray fields inherent to the spadt has been chosen randomly with a
magnitude equivalent to a single current-loop altiregperimeter of a cube panel, carrying a
DC current in excess of 5SmA.

Magnetorquer M odel

The control gain for the Bdot controller has bedrosen such that saturation of the
magnetorquers is unlikely to happen by design. Hewef for some reason the requested
magnetic moment py is larger than the maximum producible magnetic ®@oinof app.
0.052Amz2 in any one component, a new, smaller rettion-conserving magnetic moment
is calculated by the following algorithmic rule [44

‘mreq
L =max—— (7.6.a)
m= 1mreq h<1 7.6.b
- _Dmreqif1<,g ( - )

B

This correction method takes into account the upgpmind of the control auhority by

implementation. Finally, the generated magnetiol@ipnoment is quantized to a resolution
of 7.94310°Amz, i.e. L(wNA = 0.025A° 2.082m2 / (2* — 1); this effectively sets the

minimum producible magnetic moment equal to theltg®n.

Magnetometer Model

The magnetometer has been modeled as a discratar seeasuring the magnetic field in the
body frame with a sampling time equal to the sangpinterval of the detumbling controller.
Random peak noise of +40nT has been added to adperrror of max. £30nT with an
arbitrarily chosen phase offset. The period of &ri®r is set to one orbital period to reflect
changes of the sensitivity due to temperature absniptroducing a phase offset into this
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error is certainly conservative since an in-phaseranerely results in periodic changes in
magnitude to which both the B-Dot controller ané QUEST attitude estimator are not
particularly sensitive. The resolution of the magneeter has been set to 5nT. Table 7.4 lists
the parameters of the magnetometer model implertienta

Table 7.4: Magnetometer Model Implementation Patarse

Parameter | Value Unit
Peak Noise | +40 nT
Phase-Offset Peak Error | +30 nT
Error Period | 5920.8 S
Resolution | 5 nT

Sampling Frequency

It is known that the discrete state variable filtlesponse diverges for long update intervals
making the selection of an appropriate samplewmatémportant. Indifferent filter output has
been observed for a filter update frequency of llHzorder to ensure a proper margin, a
filter update frequency of 2Hz has been selectedltiag in a sampling period of 500ms.
For the discrete case, the filter appears to saftib the first update interval but the control
law is implemented to engage 5 sec after initisitiraof the detumbling mode.

From the perspective of implementation, anothersttaimt of magnetic control using a
magnetometer as a source of attitude informatiothésfact that measurements must be
separated in time from the control action to avialde magnetometer readings; this scheme
is referred to as time-division multiplexing illuated in figure 7.2.

F 3
Torquer Sample Control

Current _ interval T, Action
o

¥

F 9y

tcontrol

I >
v time

Magnetometer
MMeasurement

Figure 7.2: time-division-multiplexing of the coalfmeasurement sequence

Hence the sample interval T split into a measurement time and a controktimvithin
which the control signal is held constant.

Ts = tcontrol + tmeas (77)

This implies that the implementation of a magnetintrol law is always of a discrete nature.
In the case of the detumbling mode, 90% (450m#H@0.5s inteval are used for controlling
and 10% (50ms) are used for measurements and pioges
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7.25 Results
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Figure 7.3: Results of the discrete detumbling madger full disturbance environment, multiplexing
and consideration of hardware models for magnetrgnd magnetometer; the plots show (from top
to bottom) the kinetic energy and current consuamptihe magnetic dipole moment in the body

frame, the torque in the body frame and the ineotay rates.
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Figure 7.3 shows the results of the realistic satiah run under full disturbance
environment, multiplexing and consideration of hemde models for magnetorquer and
magnetometer over a simulated duration of oneffetiod. The results indicate very good
consistency with the detumbling history under ideahditions. Again, the body rates are
reduced to < 0.005 rad/sec after 3500s; the tivisidn multiplexing delays the rate at
which energy is dissipated insignificantly. As aredt consequence, the total power
consumption is marginally reduced. The errors ghiaed in the magnetometer model do not
affect the outcome of the detumbling mode. Basedhese simulation results, the abort
condition for implementation aboard Compass-1 lesnldefined as one full orbit revolution
(=6000s) for a safe momentum unloading from worsedaitial tumbling rates.

7.2.6 Worst-case detumbling

Finally the outcome of the worst conceivable detlimgbscenario is investigated. Here, the
spacecraft rotates about the roll principal axigeftia which is aligned with the direction of
the geomagnetic field such that the angular monmerttithe satellite is co-directional with

the magnetic field.

Table 7.5: Worst-Case Detumbling Scenario init@iditions

Initial tumbling rates | &f' | (0.2500) rad s™

Initial tumbling |a)§'0| 2.39 rev/min

Initial Quaternion | ' | (0.075-0.02-0.0530.704)" | -

The fundamental underaction prohibits a changenigukar momentum in this situation,

rendering the Bdot controller unable to reducekihetic energy of the spacecraft. However,
as the direction of the magnetic field slowly resbut of the angular momentum direction,
the required control torques can be generated againthe detumbling controller regains
control over the kinetic energy.
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Figure 7.4: Results of the discrete worst-caserdbling mode under full disturbance environment,
multiplexing and consideration of hardware modetsnhagnetorquer and magnetometer; the plots
show (top) the kinetic energy and current consuomptand (bottom) the inertial body rates.

This is confirmed by the simulation results showriigure 7.4. Although, starting from the

worst-case initial conditions, the detumbling mareutakes app. twice as long as in the
arbitrary initial conditions in table 7.2, the detoler is capable of dissipating the kinetic
energy to levels consistent with the previous satiah scenario at the abort condition; after
4500s the body rates are below 0.005rad/s, comfgnihe selection of the abort timer

condition of one orbital period. The exact exit dition is

«f' = (0.00068106 -0.0020875 0.001183@/sec.
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7.3 Attitude Control Mode

7.3.1 Seection of the Tuning Parameter g

As shown in chapter 6 the stability of the LQR colér depends on the selection of the
heuristic tuning parameter g. Maximum asymptotab#ity is achieved by a control gain
which minimizes the absolute value of the maximugerevalue of the monodromy matrix.
Figure 7.5 shows the results of a sweep of tunia@mters in the range between 10 and
28,000 within which the linear periodic systemsgraptotically stable.

Max. abs. Eigenvalue

0 0.5 1 1.5 2 2:5
Tuning Parameter q x10°

Figure 7.5: Plot of the maximum absolute eigenvaliite monodromy matrix as a function of the
tuning parameter q

The minimum of the curve in figure 7.5 is foundb® at g = 20,000; this yields a maximum
absolute eigenvalue of 0.0684, indicating goodiltalof the linear periodic system. The
eigenvalues of the monodromy matifto) are

0.0549+ 0.04070
0.0549-0.040700
0.0148
0.0009
0
0.0001

eig(W(t,)) =
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The implemented LQR gain resulting from this setecbf the parameter q is

-90154 0 89811 -10889 0 58172
Kor=| O  -13595 0 0 -97131 0 (7.8)
-90466 0  -98674 15347 0  -15067

7.3.2 Ideal Implementation

First, the controller is tested under ideal assionpt i.e. continuous control, gravity
gradient torque as only external torque, no attitddtermination outage and no hardware
models. The initial conditions listed in table Zénstitute a possible exit condition of the
detumbling mode with randomly selected 30° eulglesion each axis and approximately (3
0 -3)"10° rad/s inertial body rates.

Table 7.6: Attitude Controller Scenario initial abtions

3.154
Initial body rates | Gt 0.69 |10 rad s™
-3

|bo

o

Initial Rotation 0.042 rev/min

0.176
N _ .. | |0.3062
Initial Quaternion | (, -

0.1768
0.9186

The results in figure 7.6 confirm stability of th&R controller for the non-linear system.
The steady state error of the controlled systemheseb subdegree accuracy after 2 orbits in
the absence of non-conservative disturbances.

7.3.3 Impact of Added Disturbance

Figure 7.7 shows the results of the controller vidkbntical initial conditions but under the
influence of disturbances from solar pressure, dygramic drag and gravity gradient. The
results illustrate the inferiority of the magnetientroller in terms of steady state accuracy
resulting from the fundamental underactuation @& Hystem; the LQR is fundamentally
unable to compensate disturbance torques parallie geomagnetic field vector. Hence,
the system under control exhibits little robustnagainst unmodeled disturbances. For the
given mission scenario of pointing a payload awishie nadir direction, the figure of merrit
is the deviation of the body axes from the desieddrence axes; of particular importance is
the alignment of the z-axis (equddg with the nadir direction. From figure 7.7, it che
concluded that the nadir pointing accuracy is 40p.for the LQR gain in (7.8).
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Figure 7.6: Simulation Results of the continuousR.€ontroller under gravity gradient influence; the
plots show (from top to bottom) the attitude ewngles, the orbit body rates, the torque and the
magnetic dipole moment in the body frame.
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Figure 7.7: Results of the continuous LQR contrdlieder solar pressure, aerodynamic drag and
gravity gradient influence; the plots show (from to bottom) the attitude euler angles, the orbityb
rates, the misalignment between the axes of thg frache and the orbit frame and the total
environmental disturbance torque in the body frame.
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7.3.4 Reduction of Yaw Feedback

In order to improve the accuracy of the nadir afigmt, it is advantageous to reduce the
disturbance torques on the spacecraft. As figueilllistrated for the extrem case of zero
non-conservative disturbance, the controller isabégp of asymptotically aquiring a steady
state attitude error of zero. Note that the magieitof the aerodynamic and solar disturbance
depends on the perpendicular distance of the CGtlaadCP. Thus, if the spacecraft is
allowed to rotate into a nadir-pointing attitudeigthminimizes this distance, the controller
is expected to exhibit less pointing error.

It is attempted to achieve this by manually tunihg LQR gain matrix. Consider the new
LQR gain

-13 0 0 -11000 0 5820
Kor=| 0 -22 0 0 -9720 0 (7.9)
O 0 -6 1535 0 -15070

The elements have been ceilling rounded to integaues to make the software
implementation more compact. The entries corresipgnib the quaternion rates (right 3x3
submatrix) have been slightly raised which shoelsuit in marginally improved damping
behavior while the entries corresponding to thituale quaternion (left 3x3 submatrix) have
been diagonalized. The important change made tootlggnal gain matrix in (7.8) is a
decrease of the magnitude of the element correspgprid the quaternion componery q
w.r.t. to the other quaternion components, i.educton of the yaw state feedback. As a
result the control authority is “less tight” og @nd the yaw (i.e. payload) axis is allowed to
drift into larger errors than the pitch and rolleaxwithout impacting operational pointing
requirements.

For the new LQR gain with reduced yaw feedback7i®)(the eigenvalues of the mono-
dromy matrix¥(to) are

—0.2552+ 0.1360
—-0.2552-0.1360
0
0.0001
0.0002+ 0.00010
0.0002- 0.00011

eig(W(t,)) =

The maximum eigenvalue is then of magnitude 0.28@#ch is sizably larger than in the
case of the original LQR gain, but still well withthe stability region of the linear periodic
system.
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Figure 7.8 shows the simulation results for the gam matrix with reduced yaw feedback.
The nadir-pointing accuracy is improved by 2° fr&@0f to 8°. The results clearly show that
the spacecraft has a dominant offset in the yawarargle while the pointing of the yaw axis
is aligned well with the nadir-direction. The reador the improved bahaviour lies in the
automatic reduction in effective disturbance tosjbecause the spacecratt is allowed to yaw
into an attitude in which the control torque and ttominant solar pressure torque are in
equilibrium.

60 ! ! ! '

Euler Angles [deg]

Axis Misalignment [deg]
B
a1

L4

LY - : ~ = i
L L e i 7 s ~ -
0 ""‘Fs--l .'-'F\-.., i Dok 2 e Y ] P \-"\J—II -—s‘f
0 1 2 3 4 5 5] 7 8
Time [orbits]

Figure 7.8: Results of the continuous LQR controléh reduced yaw feedback under solar pressure,
aerodynamic drag and gravity gradient influence;<<( 0 0ymm
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7.3.5 Senditivity towards Orbit Parameters (RAAN)

The actual orbit parameters, in particular the RAANgle, determine the equilibrium
attitude and consequently the accuracy of the radiginment. This is due to the different sun
vector direction in the orbital reference frame asimg different torques about the center of
gravity.

Figure 7.9 shows the results for the original UWEFhit parameters with a RAAN angle of
214.62°. In this orbit the steady state pointinguaacy of the yaw axis is improved by a
further 2° to a value of 6° compared to the abort avith a RAAN of 139.48°. Also, the
alignment error in the remaining axes is much senalhdicating an overall attitude which is
sizably closer to the desired reference attitudendd, it can be concluded that there exists
some sensitivity of the controller w.r.t. the cleowf the orbit.
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Figure 7.9: Results of the continuous LQR controléh reduced yaw feedback under solar pressure,
aerodynamic drag and gravity gradient influencénaitered RAAN = 214.62°; CG = (5 0'&dm
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7.3.6 Senditivity towardsthe L ocation of the Center of Gravity

If the direction of the sun vector has an impacttba alignment performance of the
controller than certainly the system must show seerssitivity w.r.t. the location of the CG.
Figures 7.10, 7.11 and 7.12 show the results féeréint placements of the CG. For the orbit
with a RAAN of 139.48° for which the sun vector fearge component in theg direction,

the worst behavior is expected for a CG placemartheb; axis because this configuration
yields maximum leverage for the solar pressure efordegraded performance is also
anticipated for a CG placement on tieaxis, because this would prohibit any disturbance
equilibrium on the yaw axis (the solar disturbatargue about the yaw axis is always zero)
but create disturbances in pitch and roll. The ltestonfirm this reasoning: the best case is
achieved for a CG on th® axis with pointing errors below 5° at all times.
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Figure 7.10: Results of the continuous LQR congrollith reduced yaw feedback under solar
pressure, aerodynamic drag and gravity gradiehiénte; CG = (-5 0 Ojnm

143



Axis Misalignment [deg]

Nadir Misalignment [deg]

0 05 1 1.5 2 25 3 3.5 4 4.5 5
Time [orhits]

Figure 7.11: Results of the continuous LQR congrollith reduced yaw feedback under solar
pressure, aerodynamic drag and gravity gradiehténte; CG = (0 -5 Ojnm
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Figure 7.12: Results of the continuous LQR congrollith reduced yaw feedback under solar
pressure, aerodynamic drag and gravity gradiehiénte; CG = (0 0 -3jnm
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The result in figure 7.10 is qualitatively idenfieeith the case in figure 7.8, where the CG
location is in the positive; direction. The only difference is that the disambe equilibrium
is established at a negative yaw angle.

7.3.7 Impact of added Residual M agnetic Dipole Disturbance

The next simulation scenario considers the fultwitsance environment, i.e. solar pressure,
aerodynamic drag, gravity gradient and residual matig dipole. The addition of the
residual dipole adds a torque which is always padjpeilar to the geomagnetic field vector,
and hence compensatable at all times by definittdowever, relatively large parasitic
magnetic dipoles create considerable disturbanceiés such that the accuracy is invariably
degraded. Figure 7.13 shows the result for theaseim figure 7.8 but with the addition of
a parasitic magnetic dipole of 18° 610° -410°)"Am? as in the case of the detumbling
scenarios.
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Figure 7.13: Results of the continuous LQR congrollith reduced yaw feedback under full
disturbance environment; CG = (5 0i®)m

The results show that the continuous controllemta@is a nadir alignment error of app. 10°
under the full disturbance regime. Note that tHeatfof the parasitic dipole moment can be
compensated by subtraction from the control magmatment if known. In that case the
performance equals that of figure 7.8. Approprig@mpensation methods are being
investigated during the flight model integration@dmpass-1.
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7.3.8 Thelnverted Spacecraft

The LQR controller is globally stable for initiadertial body rates up to 0.01rad/sec, not only
in the vicinity of the linearization point, whictak been tested by checking for stability with
randomly selected upper limit initial body ratesorHimit body rates of (0.01 -0.01 -
0.01)rad/sec the controller recovers the spacecraft aft@. 7 full orbital periods under
ideal operational conditions.

A worthwhile case to test is that of the invert@aecraft at rest w.r.t. the orbital frame of
reference. Here, the satellite is rolled by 18Chstinat theb; axis points anti-parallel to the
desired nadir direction. With the complete lackratiation, the spacecraft is “trapped” in a
stable attitude by the gravity gradient effect. Ytile control torque and the remaining
disturbance torque may force the satellite outlo$ tundesired stable equilibrium and
towards the required nadir pointing attitude. Fegdrl4 shows the simulation results of this
scenario under full disturbance regime. The intt@hditions for this case are summarized in
table 7.7.

Table 7.7: Inverted spacecraft scenario initialditons

Initial Rotation |aﬁ% 0 rev/min

=bo

Initial Quaternion | T, (1 00 O)T :
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Figure 7.14: Results of the continuous LQR congirdfibr the inverted spacecraft with reduced yaw
feedback under full disturbance environment; CG 9 0Ymm
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As the results clearly indicate, the LQR controlterable to recover the satellite from the
inverted spacecraft condition. Note that aftetttbelimore than one orbit, the attitude history
establishes full consistency with the result inufigy7.13, i.e. for a different initial condition.

It can be argued that the disturbance torque Hplgshing” the inverted spacecraft out of the
stable gravity gradient attitude while the contwljues alone cannot recover the spacecraft.
However, it has been observed by simulation thatitiverted spacecraft can be equally
recovered in the absence of any non-conservatsteriance, indicating that the controller
exerts authority on the recovery process.
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7.3.9 Realistic Implementation

The following case considers a discrete LQR colgravith a sampling frequency of 1Hz
under full disturbance, including residual dipaled hardware models for the magnetometer
and the magnetorquers. The initial conditions haaen selected as the exit condition of the
realistic worst-case detumbling scenario, i.e. rothtion about the jbaxis aligned with B,
after one orbital period plus 10% margin. The atiaittitude has again be arbitrarily setpto

=0 =y = 30°.

Table 7.8: Initial conditions for the realisticsdrete LQR scenarios

Initial body rates | @ | 10%(1.209 -1.367 1.072)" | rad/sec
Initial Rotation |w§% 0.02 rev/imin
0.176
o _ o | 10.3062
Initial Quaternion | (, 01768 -
0.9186
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Figure 7.15: Results of the discrete LQR controéh reduced yaw feedback under full disturbance
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environment; CG=[5 0 Oinm
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By comparison of figure 7.15 with figure 7.14 itnclhe concluded, that the discretization of
the controller as well as the addition of hardwaw@dels does not degrade the performance
of the LQR controller noticably. The settled coligoyields pointing errors of 5 to 10° for 5
orbits, after which the maximum error increasesls. It is assumed that this drift in
accuracy follows the24h cycle of the Earth’s sidereal rotation.

The effect of multiplexing has not been considesadng to prohibitively long simulation
times. Since the multiplexed controller has lessetifor sustaining control torques, it is
reasonable to assume, that the effect of disctetizacan be compensated by requesting
higher control torques. Consider the scalar equalitthe continuous and the multiplexed,
discrete change in angular momentum, commandeldebgdntrol law.

t0 +Ts tO +tcomrol
dh= [TOt=Ah= [mIBlt (7.10)

%) to

Recall, that evaluating the scalar control torqgaen® is justified owing to the mapping
function in the control law, which ensures that ti@gnetic moment is always perpendicular
to the geomagnetic field. Also, for comparativelpadl sample intervals, and for low
rotational body rates present in the nominal atétewontrol mode, B can be comfortably
assumed constant, while m is constant by defawdsufe further that T is approximately
constant for small sampling times to yield

Ew=m$=TGLL (7.11)

tcontrol

which means that the applied magnetic moment shbeldncreased depending on the
fraction of the sampling periods Which is reserved for control (i.eeqdw)- It is anticipated
that the measurement and processing cycle occappe20% of the 1sec sampling time.

7.3.10 Impact of Attitude Deter mination Outage

The last scenario of the LQR control mode incorpesathe fact that attitude state
information is not available if

= the spacecraft is in eclipse
AND

= the sun vector occupies the vector space in which
Nno sun sensor coverage is provided

As shown in chapter 4, the sun sensor configuradb@ompass-1 only provides partial

sensor converage of the southern hemisphere ofs#bellite body. For the following
scenario, no attitude information is provided i€ toun is within a pcentered cone of half
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anglep = 45°. This conservative coverage gap corresptmtise dashed, red small circle in
figure 4.13 which fully inscribes the sphericallgctangular gap area resulting from an
individual sensor FOV of 60°.

The initial condition has been chosen such thapty®ad boresight is aligned with the sun
line at rest; this will produce state informatioatage, during which the control signal is
zero, at least at the very beginning of the sineaddime, and possibly at some stage into the
attitude control mode.

Table 7.9: AD outage scenrio initial conditions

Initial Rotation |a)§% 0 rev/min

=bo

Initial Quaternion | Q,° | (-0.684 0.164 0.4530.543)" | -
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Figure 7.16: Results of the discrete LQR controléh reduced yaw feedback under full disturbance
environment and with consideration of AD outage&=(5 0 0 mm:; lack of state information occurs
for signal AD Outage = 0.
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From figure 7.16 it can be concluded, that paftiak of attitude information has a massive
impact on the pointing performance of the controlReak errors can be easily correlated
with the occurrence of state outage; in thesevatsy the nadir error reaches peak values of
app. 20° which are being quickly reduced as soosta® information becomes available
again. The reason for this reduced accuracy is;oofse, the environmental disturbance
which governs the attitude motion of the satellitetimes of AD outage, or when the
spacecraft is passive.

Overall, the accuray of the presented attituderodiat in a typical operational scenario is in
the order of 20° peak and 12° mean.

7.4 The Passive Spacecr aft

To conclude this chapter, the final scenario oériest is that of the passive spacecratft, i.e.
without control torques of any kind, in order totaddish a reference for the impact of
disturbance torques on the free motion of the gpaéte A full disturbance environment is
considered, i.e. aerodynamic drag, solar presgua@jty gradient and residual dipole, with
the model parameters identical to the above stateme

The initial condition is the equilibrium attitudér@st as summarized in table 7.10.

Table 7.10: Passive spacecratft initial conditions

0 rev/min

Initial Rotation |CJ:%

Initial Quaternion | Gg° | 000 1)" -

The history of angular velocity (w.r.t. the orkitune) in figure 7.17, starting from zero gt t
clearly indicates the noticable impact of enviroma¢disturbances. The spacecraft picks up
angular momentum in a secular non-monotonic fastbaheven after 20 orbits the inertial
body rotation rates remain <0.005rad/sec, whichstitutes a feasible initial condition for
the LQR controller to take over. However, if theasgcraft remains passive for durations in
excess of 2 days, it is safe to issue a detumlgiamymand prior to the attitude control mode
switch. This way, instability will be avoided arktcontroller stabilizes the satellite attitude
to the desired nadir pointing orientation.
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Figure 7.17: Free attitude motion of the satellitth initial condition of equilibrium at rest undéull



7.5 Summary

In this chapter the implementation of the detuntlicontroller and the LQR attitude
controller has been validated by means of non-fislgaamics simulations. The detumbling
control law is capable of unloading undesired aagoiomentum from expected worst-case
initial conditions. The abort condition implementad Compass-1 is an elapsing timer, set to
one full orbital period 46000s) after which the inertial body rates are stlgureduced to
<0.005rad/sec.

The constant gain LQR attitude controller has b&grthesised according to the procedure
presented in chapter 5. This control gain provisieble system behavior for initial body

rates in excess of the detumbling exit conditiom, the payload pointing performance has
been identified to be suboptimal, which inspirededuction of the yaw feedback. This

improves the pointing performance to app. 10° mewxor. The accuracy has shown

sensitivities w.r.t. the location of the CG and #ntual orbit orientation. Best performance is
achieved for a CG with minimum offset from the gerical center of the cube. As for the

detumbling controller, the LQR controller has bewsted under realistic operational

conditions, such as a discrete control loop, hardwaodels for the magnetometer and
magnetorquers and attitude state outages. Thesdasioms have conclusively indicated that
the attitude controller maintains a mean nadir fh@gnerror of approximately 12°, subject to

a slow periodic drift. All simulations have assungthther significant CG offset of 5mm); it

transpires that controller performance can be &urtmproved by careful spacecraft design,
including magnetic cleanliness, and further marfiinal tuning of the LQR feedback gain.
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Chapter 8

Conclusion

The objective of this thesis was to comprehensiediablish the design of an effective
attitude determination and control system for patellites based on purely magnetic
actuation.

Starting point was the modelling of the satellitétede dynamics and kinematics in chapter
2 and a description of the environment of the spatein Low Earth Orbit, in particular the
topology of the geomagnetic main field as the magsource for the control concept, in
chapter 3. The hardware design comprised of atflighcessor, a three-axis magnetometer,
sun sensors, magnetorquers and coil drivers hasdstablished in chapter 4 under constant
consideration of the limited recources and the ifipgerformance requirements imposed by
the given attitude control task.

The constant gain attitude controller based orlLthear Quadratic Regulation approach and
the stability criterion for the linear periodic s based on Floquet theory has been
elaborated in chapter 5. The great advantage sftype of controller is the simplicity and
efficiency of the implementation, resulting in vditfle software overhead. It is understood
that the LQR control gain must be synthesised fapacific target orbit and spacecraft
configuration in order to obtain satisfactory clddeop behavior.

The attitude estimation process as an in imponpant of the feedback controller has been
presented in chapter 6 under consideration ofdidhdtomputing resources.

The above has established the basis for a nonrlohg@amics simulation environment. In
chapter 7 the implementation of the detumbling ailer and the LQR attitude controller
has been tested. The simulations have assumedidethand realistic conditions and the
results have been compared.
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The detumbling process efficiently reduces the &mgmomentum from estimated worst-
case initial conditions to below 0.005rad/sec (@€r within one orbital period. The
controller has shown very good robustness agahestirttroduction of discretization and
uncertain hardware models.

The LQR controller applied to the problem of ngaliinting attitude control has shown that
the achievable accuracy for payload nadir poinitngizably depending on the disturbance
regime of the spacecraft. This lack of robustnessits from the fundamental underactuation
of the system under control. Adequate measuresheanndertaken in order to reduce the
impact of disturbance torques on the spacecraft) sis proper equipment placing for CG
alignment and selection of proper materials for nedig cleanliness. In the case of
incomplete disturbance removal a method for redutie impact of disturbances has been
successfully tested. In this case, however, fdk®- attitude stabilization is not possible but
the primary payload nadir-pointing requirement ddisdied to within approximately 10°
accuracy.

More realistic operational conditions, such astwdg estimation outages, realistic sensor
models and a discrete control loop have confirnhed the system remains functional within
satisfactory performance boundaries.

8.1 Recommendations for Future Work

It would be worthwhile to investigate further impements of the attitude determination and
control system for picosatellite platforms. It tspires that active magnetic attitude control
provides a weight, power and volume efficient cohstrategy which leaves maximum
budget allocations to any potential picosatellaglpad. An interesting approach would be to
augment the basic control strategy presented ithigsis by additional actuator and sensor
elements. Advances in reliable miniature mechanisfos instance, would make the
implementation of a pitch and roll stabilizing gitsngradient boom realistic. In addition, the
yaw angle could be more accurately controlled usingingle miniature reaction wheel
mounted on the yaw axis. It is anticipated thathsaanixed momentum wheel / magnetic
control concept could produce considerably moraigate nadir alignment with sun pointing
constraint.

It is also desirable to extend the sensor suitabg sensors. Highly integrated, smart MEMS
rate sensors are becoming commercially availablg. (ADIS16xxx) to benefit the
performance of the attitude estimation.

It is the opinion of the author that, in order tarmess the full potential of picosatellites, a
more modular, standardized system design alondjriee of the Compass-1 architecture is
necessary. The CubeSat standard has marked thenlmegby defining (nothing more than)
the launch interface. However, the system desigalfitis not unified, and this forces
developers around to world to develop customized &ystems in time-consuming and
redundant development projects. If properly coaatéd, a set of standard subsystems
satisfying the specific needs of general purposmgaitellite platforms could evolve to
unprecedented maturity; such a standard, of cowseld involve the definition of unified
interfaces, which all system developers would h@vadher to. The feasibility of such a
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development is given by the relatively high produetvolume for instance for potential low-
cost picosatellite constellations or swarms. Wheandard system modules become
available, e.g. an attitude control package orapugision module, the system design efforts
can be streamlined to between several weeks aed anbnths at a minimum cost, which is
believed to constitute a key motivator for picoageapplications beyond the mere ends in
itself of technology demonstration.

8.2 Launch Commitment

At the time of preparing this thesis for final subsion the project has entered the flight
model integration phase. The promising outcomehef iresent research has enabled the
project management to engage in concrete launcttiaéigns. In June 2006 the University
of Applied Sciences Aachen has signed a contratt the Canadian University of Toronto,
Institude of Aerospace Studies, Space Flight Laboya(UTIAS/SFL) for a piggy-back
launch in one of 5 dedicated eXperimantal Push @egloyer (XPOD) launch containers.
The launch on-board the Indian Polar Satellite IchuX¥ehicle (PLSV) operated by Antrix
Corperation Unlimited is scheduled for June 30, 2@hd will target a circular sun-
synchronuous orbit with 630km altitude, 98° degrieetination and 10:30 ascending node;
the launch is to be carried out from the SatishvidraSpace Centre on the barrier island of
Sriharikota. UTIAS/SFL is responsible for matingr@mass-1 with the deployment system
as well as conducting acceptance testing, finaidatntegration and launch coordination in
compliance with the Launch Services Agreement betwdJTIAS/SFL and Antrix
Corporation. The launch is funded by the Germanogjgace Center (DLR); in retun the
mission operation of Compass-1 will be partiallyegrated into the DLR School Lab, a
division of the DLR with the aim of promoting spaaed other high-end technology among
advanced secondary school students all over Gern@ompass-1 shares the launch vehicle
with the CubeSats CanX-2, AAUSat-2, Cutel.7+APDERIfiC3, SEEDS-2, and the
primary payload Oceansat-2, an Earth observatidellisa of the Indian Space Agency
ISRO.

Provided that all subsystems perform nominally, @ass-1 could be the first actively
controlled picosatellite in the history of spacédicemgineering. Downlinked engineering data
will then help validating the performance of thenttol system to gain the required
experience for potentially equipping a large numbiiefuture picosatellites with this novel

attitude control technology.
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Appendix A

Julian Calendar

The general purpose civil time system of moderresins the Gregorian Calender, decreed
by Pope Gregory Xlll in 1582, in close approximatiaf one tropical year, i.e. the period of
the Earth’s orbit around the sun. Before that dectke common calendar of the western
world has been the Julian Calender, named aftemitmtor Julius Scaliger, not Julius
Caesar. While the Gregorian calender counts thesy@aonths and days since its origin,
defined as % of January 1, the Julian calendar counts the nurobedays since the
significant origin at noon of the®lof January, 4713 BC. Nowadays, the Julian Calendar
remains the most important time system in astronahsicience and thus forms an important
basis for astronautical systems which depend okribw/ledge of celestial features.

The Julian Date can be converted from any Gregddi@e given in years (Y) , months (M),
days (D) and the universal time in hours (UT) usihg following formula, where int(x)
denotes a floor rounding function.

JD =367 —int(7(Y +int(M + 9)/12)) / 4)
=int(3(int((Y +(M =9)/7)/100 +1)/4) (A.1)
+int(275M /9) + D +1721028+UT /24

For Gregorian calendar years 1901-2099, the forratebe simplified to

ID =367 —int(7(Y +int(M + 9)/12)) /4)

+int(275M /9) + D +17210135 +UT /24 (A2)

The Julian Calendar appears with different origifirdtions. Relevant is, for instance, the
Modified Julian Date (MJD) which originates at migimt November 17, 1858. MJD is a
more compact time system, since it reduces theyJivé decimal digits.

MJD = JD - 24000005 (A.3)

Another important JD origin is that of the currexgoch for all celestial features, noon,
January 1 2000, which corresponds to JD 2,451,545.

ID,gp = JD — 2451545 (A.4)



Appendix B
NORAD Two LineElements(TLE)

The US Space Command/NORAD compiles orbit dateemh known object in space for
the purpose of ephemeris propagation. These d&acadled TLE, follow a strict format,
which shall be presented here. TLE data sets dhssified spacecraft are freely accessible
via the internet as ACII text files at the URL hifpelestrak.com/. Figure 1 shows an
example of a TLE with field descriptions.

Satellite International Epoch Year & 2nd Derivative Ephemeris
Name Designator Julian Day Fraction of Mean Motion ype
Satellite 1st Derivative Element Number
Number of Mean Motion Drag Term and Check sum
1 1
\
ORSTED | " ‘

17256350''990088' '02131.70184970 00001847 '00000-0 '47904-3'0" 6051
2 25635 96.4606 180.7500 0147084 145.9562 215.1160 14.44218556169104

Eccentricity Mean Anomaly ‘ Revolution number

Inclination
at Epoch and
Satellite Right Ascension Argument Mean Motion in Check Sum
Number of ascending node of Perigee revolutions per day

Figure B.1: examplary TLE with field descriptiorigsie O contains the official 24-character (max.)
object name

L1 Col um Descri ption
01 Line Number of Element Data
03-07 Satellite Number
08 Classification (U = unclassified)
10-11 International Designator (Last two digits of launch year)
12-14 International Designator (Launch number of t he year)
15-17 International Designator (Piece of the launc h)
19-20 Epoch Year (Last two digits of year)
21-32 Epoch (Day of the year and fractional portio n of the day)
34-43 First Time Derivative of the Mean Motion
45-52 Second Time Derivative of Mean Motion (decim al point assumed)
54-60 B* drag term (decimal point assumed)
63 Ephemeris type (standard = 0)
65-68 Element number
69 Checksum (Modulo 10)

(Letters, blanks, periods, plus signs = 0; minus signs = 1)



L2 Col um Descri pti on

01 Line Number of Element Data
03-07 Satellite Number
09-16 Inclination (i 0) [°]
18-25 Right Ascension of the Ascending Node ( Qo) [°]
27-33 Eccentricity (e o) (decimal point assumed)
35-42 Argument of Perigee ( wo) [°]
44-51 Mean Anomaly (M o) [°]
53-63 Mean Motion (n o) [revs/day]
64-68 Revolution number at epoch [revs]
69 Checksum (Modulo 10)
(Letters, blanks, periods, plus signs = 0; minus si gns =1)

The checksum is obtained by adding all digits, igqrpany other character exept the minus
sign, which has a value of one. The correct cheuokisuthen the least-significant decimal
digit of the result expressed in ASCII code.

In addition to assuming an implicit decimal poitie last two characters of th¥ Berivative
of the mean motion and the drag term denote annrexyil function, e.g. 47904-3 is
decoded as 0.47904°,



Appendix C

Simulation Environment

The following eight pages contain the graphical 8ink “source code” of all major
hierachical blocks used in the simulation campai§ome script type functions are
represented by Matlab Function blocks and will bet reproduced here. Most of these
algorithms can be derived from the models givethénmain text of this thesis.

P

LA

LOR Controlter

ST T

AD_Gap_Tenes
A

Figure C.1: Top-Level Block diagram of the Simulisiknulation model; wide lines indicate non-
scalar signals, thin parallel lines indicate a ftude of possibly non-scalar signals.
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Figure C.2: The Satellite Orbit Block
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Appendix D
| GRF-10 M oddl Coefficients

The following lists the full set of spherical harmios expansion coefficients of the
recent international geomagnetic reference fie@@R({F-10), valid from epoch 2005
to 2010. The model coefficients and utility soucoele can be freely downloaded in
various file formats from the URhttp://www.ngdc.noaa.gov/IAGA/vmod/igrf.html

m m oM ‘m m m m m
n m | gy h, g, | h: n o m gy | nom gy [
1 0 -29556.8 0.0 8.8 0.0 9 0 5.6 0.0 12 11 -0.4 -0.4
1 1 -1671.8 5080.0 10.8 -21.3 9 1 9.8 -20.1 12 12 0.0 1.0
2 0 -2340.5 0.0 -15.0 0.0 9 2 3.6 12.9 13 0 -0.2 0.0
2 1 3047.0 -2594.9 -6.9 -23.3 9 3 -7.0 12.7 13 1 -0.9 -0.7
2 2 1656.9 -516.7 -1.0 -14.0 9 4 5.0 6.7 13 2 0.3 0.3
3 0 1335.7 0.0 -0.3 0.0 9 5| -10.8 -8.1 13 3 0.3 1.7
3 1 -2305.3 -200.4 -3.1 5.4 9 6 -1.3 8.1 13 4 -0.4 -0.5
3 2 1246.8 269.3 -0.9 -6.5 9 7 8.7 2.9 13 5 1.2 -1.0
3 3 674.4 -524.5 -6.8 -2.0 9 8 -6.7 -7.9 13 6 -0.4 0.0
4 0 919.8 0.0 -2.5 0.0 9 9 -9.2 59 13 7 0.7 0.7
4 1 798.2 281.4 2.8 2.0 10 0 -2.2 0.0 13 8 -0.3 0.2
4 2 2115 -225.8 -7.1 1.8 10 1 -6.3 2.4 13 9 0.4 0.6
4 3 -379.5 145.7 5.9 5.6 10 2 1.6 0.2 13 10 -0.1 0.4
4 4 100.2 -304.7 -3.2 0.0 10 3 25 4.4 13 11 0.4 -0.2
5 0 -227.6 0.0 -2.6 0.0 10 4 -0.1 4.7 13 12 -0.1 -0.5
5 1 354.4 42.7 0.4 0.1 10 5 3.0 -6.5 13 13 -0.3 -1.0
5 2 208.8 179.8 -3.0 1.8 10 6 0.3 -1.0
5 3 -136.6 -123.0 -1.2 2.0 10 7 2.1 -3.4
5 4 -168.3 -19.5 0.2 4.5 10 8 3.9 -0.9
5 5 -14.1 103.6 -0.6 -1.0 10 9 -0.1 -2.3
6 0 72.9 0.0 -0.8 0.0 10 10 2.2 -8.0
6 1 69.6 -20.2 0.2 -0.4 11 0 2.9 0.0
6 2 76.6 54,7 -0.2 -1.9 11 1 -1.6 0.3
6 3 -151.1 63.7 2.1 -0.4 11 2 -1.7 1.4
6 4 -15.0 -63.4 -2.1 -0.4 11 3 1.5 -0.7
6 5 14.7 0.0 -0.4 -0.2 11 4 -0.2 2.4
6 6 -86.4 50.3 1.3 0.9 11 5 0.2 0.9
7 0 79.8 0.0 -0.4 0.0 11 6 -0.7 -0.6
7 1 -74.4 -61.4 0.0 0.8 11 7 05 2.7
7 2 -1.4 -22.5 -0.2 0.4 11 8 1.8 -1.0
7 3 38.6 6.9 1.1 0.1 11 9 0.1 -1.5
7 4 12.3 25.4 0.6 0.2 11 10 1.0 -2.0
7 5 9.4 10.9 0.4 -0.9 11 11 4.1 -1.4
7 6 5.5 -26.4 -0.5 -0.3 12 0 -2.2 0.0
7 7 2.0 -4.8 0.9 0.3 12 1 -0.3 -0.5
8 0 24.8 0.0 -0.2 0.0 12 2 0.3 0.3
8 1 7.7 11.2 0.2 -0.2 12 3 0.9 2.3
8 2 -11.4 -21.0 -0.2 0.2 12 4 -0.4 -2.7
8 3 -6.8 9.7 0.2 0.2 12 5 1.0 0.6
8 4 -18.0 -19.8 -0.2 0.4 12 6 -0.4 0.4
8 5 10.0 16.1 0.2 0.2 12 7 0.5 0.0
8 6 9.4 7.7 0.5 -0.3 12 8 -0.3 0.0
8 7 -11.4 -12.8 -0.7 0.5 12 9 -0.4 0.3
8 8 -5.0 -0.1 0.5 0.4 12 10 0.0 -0.8

Xl



Appendix E
Compass-1 and ADCS Pictures

Engineering Model of the electronics package of @ass-1. All subsystems are plugged
into the CDHS motherboard. The central structurthésLithium Polymer battery box; the
ADCS main board is in the foreground.

GPS Flight hardware mounted onto an ADCS test boala integration in the cube
structure is done in such a way that the ADCS ®aats (including GPS) occupies a mere
fraction of the total volume. The engineering modélthe structure and the CDHS has
undergone vibration and thermal vacuum testingcédhe temperature sensor on the flash
unit of the CDHS.

XV



Flight model of a magnetorquer coil mounted onde ghanel. The assembly space in the
center of the panel (in between the solar cellrfate assembly) is reserved for the sun

sensor electronics.

Engineering model of the main structure made fr@®16T6 aerospace grade aluminium.

XV



The high-efficiency triple-junction solar generat@dhesively mounted on the outside of a
cube panel. The space qualified adhesive is aastpgiving the panel its crimson finish.

Assembly of the CDHS engineering model.

XVI
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